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Bimodal bilinguals are hearing individuals who know both a signed and a spoken language. Effects of
bimodal bilingualism on behavior and brain organization are reviewed, and an fMRI investigation of
the recognition of facial expressions by ASL-English bilinguals is reported. The fMRI results reveal sepa-
rate effects of sign language and spoken language experience on activation patterns within the superior
temporal sulcus. In addition, the strong left-lateralized activation for facial expression recognition previ-
ously observed for deaf signers was not observed for hearing signers. We conclude that both sign lan-
guage experience and deafness can affect the neural organization for recognizing facial expressions,
and we argue that bimodal bilinguals provide a unique window into the neurocognitive changes that
occur with the acquisition of two languages.

� 2008 Elsevier Inc. All rights reserved.
1. Introduction

Bimodal bilinguals, fluent in a signed and a spoken language,
exhibit a unique form of bilingualism because their two languages
access distinct sensory-motor systems for comprehension and pro-
duction. In contrast, when a bilingual’s languages are both spoken,
the two languages compete for articulation (only one language can
be spoken at a time), and both languages are perceived by the same
perceptual system: audition. Differences between unimodal and
bimodal bilinguals have profound implications for how the brain
might be organized to control, process, and represent two lan-
guages. Bimodal bilinguals allow us to isolate those aspects of
the bilingual brain that arise from shared sensory-motor systems
from those aspects that are more general and independent of lan-
guage modality. In addition, bimodal bilinguals provide a new per-
spective on the interplay between non-linguistic functions and
second language acquisition. Acquiring a signed language has been
found to enhance several non-linguistic visuospatial abilities that
are directly tied to processing requirements for sign language
(see Emmorey, 2002, for review). In this article, we discuss the ef-
fects of bimodal bilingualism on both behavior and brain organiza-
tion and report an fMRI study that investigated the perception of
facial expression, a domain where experience with sign language
is likely to affect functional neural organization.
ll rights reserved.
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For unimodal bilinguals, a second language is commonly ac-
quired during childhood because the family moves to another
country where a different language is spoken. However, the socio-
linguistic, genetic, and environmental factors that lead to acquisi-
tion of a signed language are quite different. While the majority
of signed language users are deaf, hearing people may acquire a
signed language from their deaf signing parents or as a late-ac-
quired second language through instruction and/or immersion in
the Deaf1 community. Moreover, a hearing child exposed from birth
to a sign language by deaf family members is typically also exposed
to a spoken language from birth by hearing relatives and the sur-
rounding hearing community. Acquisition of a signed language in
childhood, but not from birth, is quite rare, as there is no common
situation in which a hearing child from a non-signing, hearing family
would naturally acquire a signed language. Thus, the majority of re-
search with bimodal bilinguals has been conducted with Children of
Deaf Adults (‘‘Codas”), who simultaneously acquired a signed and a
spoken language from birth (also known as hearing native signers).2

1.1. Effects of sign language experience on motion processing

In determining whether experience with a signed language im-
pacts non-linguistic visuospatial abilities, it is critical to investigate
both deaf and hearing signers to rule out effects that might be due
to deafness, rather than to linguistic experience. For example, deaf
1 Following convention, lowercase deaf refers to audiological status, and uppercase
Deaf is used when membership in the Deaf community and use of a signed language is
at issue.

2 Members of this group of bimodal bilinguals commonly identify themselves as
‘‘Codas,” a term which indicates a cultural identity defined in part by shared
experiences growing up in a Deaf family (e.g., Preston, 1994).
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signers, but not hearing signers, exhibit enhanced visual–spatial
abilities in the periphery of vision. Compared to hearing individu-
als (both signers and non-signers), deaf individuals are better able
to detect motion in the periphery (Bavelier et al., 2000, 2001) and
to switch attention toward the visual periphery (Proksch & Bave-
lier, 2002). Thus, although processing sign language critically in-
volves motion processing in the periphery, enhanced processing
in this region is linked to auditory deprivation, rather than to sign
language experience. This behavioral enhancement is likely due to
the fact that deaf individuals must rely more heavily on monitoring
peripheral vision in order to detect new information entering their
environment.

Although auditory deprivation leads to an enhanced ability to
detect and attend to motion in the visual periphery, acquisition
of a sign language leads to atypical lateralization of motion pro-
cessing within the brain. Motion processing is associated with area
MT/MST within the dorsal visual pathway, and processing within
this region tends to be bilateral, or slightly right-lateralized. How-
ever, several studies have found that both hearing and deaf signers
exhibit a left hemisphere asymmetry for motion processing (Bave-
lier et al., 2001; Bosworth & Dobkins, 2002; Neville & Lawson,
1987). Neville (1991) hypothesized that the increased role of the
left hemisphere for ASL signers may arise from the temporal coin-
cidence of motion perception and the acquisition of ASL. That is,
the acquisition of ASL requires the child to make linguistically sig-
nificant distinctions based on movement. If the left hemisphere
plays a critical role in acquiring ASL, the left hemisphere may come
to preferentially mediate the perception of non-linguistic motion
as well as linguistically relevant motion.

1.2. Effects of sign language experience on mental imagery

Both hearing and deaf signers exhibit a superior ability to gen-
erate and transform mental images. Using versions of the classic
Shepard and Metzler (1971) mental rotation task, McKee (1987)
and Emmorey, Kosslyn, and Bellugi (1993) found that hearing
and deaf signers outperformed hearing non-signers at all degrees
of rotation. Further, Talbot and Haude (1993) showed that mental
rotation ability was correlated with skill level in American Sign
Language (ASL). Emmorey, Klima, and Hickok (1998) hypothesized
that enhanced mental rotation skills arise from the need to spa-
tially transform locations within signing space to understand topo-
graphic descriptions. In ASL and other signed languages, spatial
descriptions are most commonly produced from the signer’s per-
spective, such that the addressee, who is usually facing the signer,
must perform what amounts to a 180� rotation. Recently, Keehner
and Gathercole (2007) investigated whether hearing late learners
of British Sign Language (BSL) exhibit enhanced performance on
a task that simulated this type of spatial transformation. Proficient
late learners of BSL were found to outperform matched non-signers
on a version of the Corsi block spatial memory task that required
180� mental rotation. In a second experiment, BSL-English biling-
uals did not show the typical processing cost associated with men-
tal transformation of these spatial arrays, in contrast to non-
signing English speakers. Keehner and Gathercole (2007) con-
cluded that ‘‘sign language experience, even when acquired in
adulthood by hearing people, can give rise to adaptations in cogni-
tive processes associated with the manipulation of visuospatial
information (p. 752).”

In addition, Emmorey et al. (1993) found that both deaf and
hearing signers outperformed hearing non-signers on an image
generation task in which participants were asked to mentally gen-
erate images of a block letter and decide whether a probe X would
be covered by the letter, if the letter were actually present. Image
generation is an important process that underlies several aspects of
sign language processing. For example, within a role shift, signers
Please cite this article in press as: Emmorey, K., & McCullough, S., The
and Language (2008), doi:10.1016/j.bandl.2008.03.005
must direct certain verbs toward a referent that is conceptualized
as present, e.g., directing the sign ASK downward toward an imag-
ined child or seated person (Liddell, 1990). ASL classifier construc-
tions that express location and motion information often involve a
relatively detailed representation of visual–spatial relationships
within a scene (cf. Talmy, 2003), and such explicit encoding may
require the generation of detailed visual images.

Using a visual hemifield technique, Emmorey and Kosslyn
(1996) replicated the enhanced image generation abilities of Deaf
signers and presented evidence suggesting that the enhancement
is linked to right hemisphere processing. Consistent with this find-
ing, Emmorey et al. (2005) found that ASL-English bilinguals re-
cruit right parietal cortices when producing English spatial
prepositions in a spatial-relations naming task, whereas activation
for monolingual English speakers was primarily in left parietal cor-
tex (Damasio et al., 2001). In ASL, spatial relations are most often
expressed with locative classifier constructions, rather than lexical
prepositions. In these constructions, the hand configuration is mor-
phemic and specifies object type, while the location of the hand in
space represents the location of objects in an analogue manner
(Emmorey & Herzig, 2003). Both deaf and hearing signers engage
parietal cortex bilaterally when producing ASL classifier construc-
tions, and Emmorey et al. (2002) hypothesized that activation
within the right parietal cortex is due to the spatial transformation
required to map visually perceived or imagined object locations
onto the locations of the hands in signing space. Emmorey et al.
(2005) argued that the right hemisphere activation observed for bi-
modal bilinguals when they were speaking English was due to
their life-long experience with spatial language in ASL. That is,
ASL-English bilinguals, unlike English monolinguals, may process
spatial relationships for encoding in ASL, even when the task is
to produce English prepositions.

Overall, the evidence indicates that the functional neural orga-
nization for both linguistic and non-linguistic processing can be af-
fected by knowledge and use of a signed language. In addition, the
bimodal bilingual brain appears to be uniquely organized such that
neural organization sometimes patterns with that of deaf signers
and sometimes with that of monolingual speakers.

1.3. Effects of sign language experience on face processing: the present
study

In ASL, as in many sign languages, facial expressions can be
grammaticized and used to mark linguistic structure (Liddell,
1980; Zeshan, 2004). For example, in ASL, raised eyebrows and
a slight head tilt mark conditional clauses, while furrowed brows
mark wh-clauses. Distinct mouth configurations convey a variety
of adverbial meanings when produced simultaneously with an
ASL verb (Anderson & Reilly, 1998). Unlike emotional or social fa-
cial expressions, grammatical facial expressions have a clear and
sharp onset that co-occurs with the beginning of the relevant
grammatical structure (Reilly, McIntire, & Bellugi, 1991). During
language comprehension, signers must be able to rapidly dis-
criminate among many distinct types of facial expressions. Fur-
thermore, signers fixate on the face of their addressee, rather
than track the hands (Siple, 1978). The fact that signers focus
on the face and must rapidly identify and discriminate linguistic
and affective facial expressions during language perception ap-
pears to lead to an enhancement of certain aspects of face
processing.

Several studies have shown that both deaf and hearing ASL
signers exhibit superior performance on the Benton Test of Face
Recognition, compared to non-signers (Bellugi et al., 1990; Bettger,
1992; Bettger, Emmorey, McCullough, & Bellugi, 1997; Parasnis,
Samar, Bettger, & Sathe, 1996). The Benton Faces Test assesses
the ability to match the canonical view of an unknown face by dis-
bimodal bilingual brain: Effects of sign language experience, Brain
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criminating among a set of distractor faces presented in different
orientations and lighting conditions.

Based on a series of experiments, McCullough and Emmorey
(1997) argued that signers’ enhanced performance on the Benton
Faces Test is likely due to an enhanced ability to discriminate local
facial features. McCullough and Emmorey (1997) found that sign-
ers did not exhibit superior performance on a task that requires ge-
stalt face processing (the Mooney Faces test) or on a task that
requires recognition of a previously seen face (the Warrington Face
Recognition test). However, signers outperformed hearing non-
signers on a task that required discrimination of subtle differences
in local facial features. McCullough and Emmorey (1997) found
that both deaf and hearing ASL signers were better able to discrim-
inate between faces that were identical except for a change in the
eyes and eyebrow configuration. In contrast, the deaf signers out-
performed both hearing groups (signers and non-signers) in dis-
criminating changes in mouth configuration, suggesting that lip-
reading skill and experience with grammatical facial expressions
combine to enhance sensitivity to the shape of the mouth. McCul-
lough and Emmorey (1997) argued that enhanced face processing
skills in signers is most strongly tied to the ability to discriminate
among faces that are very similar (as in the Benton Faces Test) and
to recognize subtle changes in specific facial features. These skills
are most closely tied to recognition and interpreting linguistic fa-
cial expressions (either in ASL or in lip-reading).

McCullough, Emmorey, and Sereno (2005) investigated the neu-
ral regions that support the recognition of linguistic and emotional
Fig. 1. (A) Illustration of linguistic and emotional facial expressions in the face only con
verb context condition.

Please cite this article in press as: Emmorey, K., & McCullough, S., The
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facial expressions by deaf signers and hearing non-signers. While
undergoing functional magnetic resonance imaging (fMRI), partic-
ipants made same/different judgments to sequentially presented
pairs of facial expressions produced by different individuals. The
facial expressions were static and blocked by function: linguistic
(adverbial markers) or emotional (happy, sad, angry, surprised,
fearful). The facial expressions were presented alone (just the face)
or in a verb context in which the models produced ASL verbs with
linguistic, emotional, or neutral facial expressions (see Fig. 1).
Again these were static images, but the verbs were easily recogniz-
able by signers. The latter condition was included because adver-
bial facial expressions in ASL are bound morphemes that cannot
occur in isolation. In the baseline task, participants viewed the
same models with neutral facial expressions in the same condi-
tions (face only or while producing a verb) and made same/differ-
ent judgments based on gender. Two cortical regions of interest
(ROIs) that have been strongly associated with face processing
were examined: the superior temporal sulcus (STS) and the fusi-
form gyrus (Haxby, Hoffman, & Gobbini, 2000; Kanwisher, McDer-
mott, & Chun, 1997).

McCullough et al. (2005) found strong left hemisphere laterali-
zation for deaf signers within the superior temporal sulcus for lin-
guistic facial expressions, but only when linguistic expressions
occurred in the context of a manual verb. Hearing non-signers gen-
erally exhibited a right hemisphere asymmetry for processing both
linguistic and emotional facial expressions within STS. Somewhat
surprisingly, for emotional facial expressions within a verb context,
dition. (B) Illustration of linguistic, neutral, and emotional facial expressions in the
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deaf signers exhibited symmetrical activation in STS, which con-
trasted with the right-lateralized activation observed for hearing
non-signers. Since the verb was presented in both the gender-judg-
ment baseline task and in the facial expression judgment task, bilat-
eral activation cannot be due to the presence of the ASL verb.
Rather, McCullough et al. (2005) argued that for deaf signers, lin-
guistic processing involves the detection of emotional expressions
during narrative discourse (see Reilly, 2000), which may lead to
more left hemisphere activation when recognizing emotional facial
expressions in a language context. However, it is also possible that
the experience that deaf people have in interpreting and recogniz-
ing facial affect may differ from that of hearing people, leading to
the change in neural organization. For example, the inability to per-
ceive speech and speech prosody may heighten a deaf person’s
attention to facial affect when interacting with hearing non-signers,
and it could be this experience that leads to left hemisphere activa-
tion when recognizing emotional facial expressions in a language/
communication context. Therefore, in the study reported here, we
used the same experimental stimuli and paradigm to investigate
the hemispheric lateralization patterns for hearing native signers.

Within the fusiform gyrus, McCullough et al. (2005) found that
deaf signers exhibited a left hemisphere asymmetry for both emo-
tional and linguistic facial expressions in both the face only and the
verb context conditions. In contrast, hearing non-signers exhibited
bilateral activation with very slight trends toward a rightward
asymmetry for all conditions. In addition, Weisberg (2007) found
that deaf signers differed in the pattern of laterality within the fusi-
form gyrus when viewing unknown faces. Although no differences
in the left fusiform gyrus were observed, activation within the right
fusiform was significantly less for deaf signers compared to hearing
non-signers. McCullough et al. (2005) hypothesized that the local
featural processing and categorization demands of interpreting lin-
guistic facial expressions may lead to a left hemisphere dominance
for facial expression processing within the fusiform gyrus. Local vs.
global face processing have been shown to preferentially engage
the left vs. the right fusiform gyrus, respectively (Hillger & Koenig,
1991; Rossion, Dricot, Devolder, Bodart, & Crommelinck, 2000).
Monitoring and decoding both linguistic and emotional facial
expressions during everyday signed conversations may induce a
constant competition between local and global processing demands
for attentional resources, thus altering efficiency and laterality
within the fusiform gyrus for native signers. However, to determine
whether the altered lateralization observed for deaf signers is in-
deed linked to sign language processing, it is necessary to investi-
gate hearing signers who were exposed to ASL from birth.

In sum, within the superior temporal sulcus we predict that
hearing native signers will exhibit a right hemisphere asymmetry
for emotional facial expressions when presented in isolation, but
no asymmetry when presented in a language context—if experi-
ence with affective expressions in ASL narratives causes a shift in
laterality, as hypothesized by McCullough et al. (2005). We also
predict a left hemisphere asymmetry for linguistic facial expres-
sions when presented in a verbal context, paralleling the results
with deaf native signers. Within the fusiform gyrus, we predict
left-lateralized activation for both expression types in both presen-
tation conditions—if experience with local featural processing of
ASL linguistic expressions leads to left hemisphere dominance for
face processing in the fusiform.
2. Methods

2.1. Participants

Eleven hearing native ASL signers (4 male; 7 female; mean
age = 27.2 years) participated in the experiment. All were born into
Please cite this article in press as: Emmorey, K., & McCullough, S., The
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Deaf signing families, learned ASL from birth, and used ASL in their
daily lives (eight were professional interpreters). All participants
had attended college, and no participant had a history of neurolog-
ical illness or affective disorder. All participants were right-handed
and had normal or corrected-to-normal vision.

2.2. Materials

The static facial expression stimuli were from McCullough et al.
(2005). Sign models produced six linguistic facial expressions, six
emotional expressions, and a neutral facial expression (see
Fig. 1). The linguistic expressions were: MM (meaning effortlessly),
CS (recently), TH (carelessly), INTENSE, PUFF (a great deal or a large
amount), and PS (smoothly). The six emotional expressions were
happy, sad, anger, disgust, surprise, and fear. The sign models also
signed ten different ASL verbs while producing the facial expres-
sions: WRITE, DRIVE, READ, BICYCLE, SIGN, STUDY, RUN, CARRY,
DISCUSS, and OPEN. These verbs can be used naturally in conjunc-
tion with all of the emotional and linguistic facial expressions.

An LCD video projector and PsyScope software (Cohen, Mac-
whinney, Flatt, & Provost, 1993) running on an Apple PowerBook
were used to back-project the stimuli onto a translucent screen
placed inside the scanner. The stimuli were viewed at a visual an-
gle subtending 10� horizontally and vertically with an adjustable
45� mirror.

2.3. Procedure

The procedure was the same as that used by McCullough et al.
(2005). Participants decided whether two sequentially presented
facial expressions (produced by different sign models) were the
same or different using a button press response. For the baseline
task, participants decided whether two sequentially presented sign
models (producing neutral facial expressions) were the same or
different gender. The face only and verb context conditions were
blocked and counter-balanced across participants.

The facial expression task condition (same/different facial
expression decision) alternated with the baseline task condition
(same/different gender decision). Expression type (emotional or
linguistic) was grouped by run, with two runs for each expression
type in each stimulus condition (face only and verb context). Each
run consisted of eight 32-s blocks alternating between experimen-
tal and baseline blocks. Each trial sequentially presented a pair of
stimuli, each presented for 850 ms with a 500-ms ISI. At the start
of each block, either the phrase ‘facial expression’ or the word ‘gen-
der’ was presented for 1 s to inform participants of the upcoming
task. Each run lasted 4 min and 16 s.

2.4. Data acquisition

All structural MRI and fMRI data were obtained using a 1.5-T
Siemens Vision MR scanner with a standard clinical whole head
coil. Each participant’s head was firmly padded with foam cushions
inside the head coil to minimize head movement. For each partic-
ipant, two high-resolution structural images (voxel dimensions:
1 � 1 � 1 mm) were acquired prior to the fMRI scans using T1-
weighted MPRAGE with TR = 11.4, TE = 4.4, FOV 256, and 10� flip
angle. These T1-weighted images were averaged post hoc to create
a high quality individual anatomical data set for registration and
spatial normalization to the atlas of Talairach and Tournoux
(1988).

For functional imaging, we acquired 24 contiguous, 5 mm thick
coronal slices extending from occipital lobe to mid-frontal lobe
(T2*-weighted interleaved multi-slice gradient-echo echo-planar
imaging; TR = 4 s, TE = 44 ms, FOV 192, flip angle 90�, 64 � 64 ma-
trix, 3 � 3 � 5 mm voxels). The first two volumes (acquired prior to
bimodal bilingual brain: Effects of sign language experience, Brain



Table 1
Percent correct for same/different judgments of expressions produced by different
models

Emotional expressions Linguistic expressions

Face only Verb context Face only Verb context

Hearing signers 83.2 82.5 79.3 82.1
Deaf signers 81.8 83.8 79.6 85.4
Hearing non-signers 80.6 85.3 79.1 81.6

Data for the deaf signers and hearing non-signers are from McCullough et al. (2005).
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equilibrium magnetization) from each functional scan were
discarded.

2.5. fMRI data pre-processing and analysis

All fMRI data analyses were carried out with Analysis of Func-
tional Neuroimages (AFNI) software (Cox, 1996). The data were
pre-processed and analyzed using the identical protocols described
in McCullough et al. (2005) with one exception: AFNI 3dDeconvolve
was used instead of 3dfim for individual fMRI statistics. The nor-
malization of the structural images was performed manually by
identifying the anterior and posterior commissures, and placing
markers on the extreme points of the cortex before transforming
the image into Talairach space (see Cox, 1996, for more details).
Each participant’s anatomical dataset in the Talairach atlas was la-
ter used to delineate the region of interest (ROI) boundaries for the
superior temporal sulcus (STS) and the fusiform gyrus (FG) in both
hemispheres. We defined the superior temporal sulcus ROI as the
area encompassing the upper and lower bank of STS, extending
from the temporo-occipital line to the posterior part of temporal
pole. The fusiform gyrus was defined as the area bounded by the
anterior and posterior transverse collateral sulci, medial occipito-
temporal sulcus, and the lateral occipito-temporal sulcus.

All functional scans were corrected for inter-scan head motion
using an iterative least-squares procedure that aligns all volumes
to the reference volume (the first functional scan acquired imme-
diately after the last structural MRI scan). All volumes were then
concatenated and spatially smoothed with a 5-mm FWHM gauss-
ian kernel prior to the analysis.

The AFNI program 3dDeconvolve, a multiple linear regression
analysis program, was used to calculate the estimated impulse re-
sponse function between the reference functions and the fMRI time
series using a time shift of 1–2 TR at each voxel. In addition to the
reference functions, nine regressors were included to account for
the baseline, linear, quadratic trends, and intra-scan head motion
(three translational and three rotational directions). This statistical
map was thresholded at p < .001. A combination of AlphaSim
(http://www.afni.nimh.nih.gov) and AFNI’s 3dclust was used to de-
rive clusters of statistically significant activated voxels within the
regions of interest (superior temporal sulcus and fusiform gyrus).
Monte Carlo simulations generated by AlphaSim determined a
minimum cluster size of 7 voxels (315 mm3) corresponded to p va-
lue corrected for multiple comparisons <.05. Voxels surviving this
analysis were submitted to statistical comparison of extent of acti-
vation. In addition to the ROI analysis using individual data, we
created group-level T-maps for each condition. The maps were cre-
ated by converting beta coefficients from all individual functional
scans into the Talairach atlas and analyzed with AFNI’s 3dANOVA
program. Response accuracy was recorded via PsyScope software
(Cohen et al., 1993).
3. Results

3.1. Behavioral results

All participants performed well, achieving a mean accuracy of
79% or greater in all conditions (see Table 1). The accuracy levels
for hearing ASL signers did not differ significantly from the deaf
signers’ and hearing non-signers’ accuracy levels reported in
McCullough et al. (2005), F < 1.

3.2. Imaging results

A separate 2 (hemisphere) � 2 (expression type) ANOVA was
conducted for each ROI for each stimulus condition using extent
Please cite this article in press as: Emmorey, K., & McCullough, S., The
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of activation with voxel-wise probability P.001 as the dependent
measure, following McCullough et al. (2005). Table 2 provides
the Talairach coordinates based on the mean of neural activation
centroids in each region, and mean volumes of activation for acti-
vation extents for each ROI for each condition. For comparison,
data from the deaf native signers and hearing non-signers from
McCullough et al. (2005) were reprocessed using the same fMRI
analysis protocol (i.e., AFNI’s 3dDeconvolve instead of 3dfim) and
are presented as well. As can be seen in Table 2, hearing signers
showed smaller activation extents than the other two groups.
The reason for this difference is unclear, but it does not impact
the relative levels of activation across the two hemispheres, which
is the focus of our comparisons.

3.3. Face only condition

In the superior temporal sulcus (STS), there was a significant
main effect of hemisphere with greater right than left hemisphere
activation, F(1,10) = 15.57, p = .003. There was no main effect of
expression type, F(1,10) = 1.8, p = .199. Although the interaction
between hemisphere and expression type did not reach signifi-
cance, F < 1, planned pairwise comparisons revealed significantly
greater right hemisphere activation only for emotional facial
expressions, t = 3.503, p = .006. Interestingly, within the STS, the
activation peak for linguistic facial expressions was substantially
more posterior for hearing ASL signers than that observed for
either deaf signers or hearing non-signers (see Table 2).

In the fusiform gyrus, activation was bilateral with no main ef-
fect of hemisphere, F < 2, or of expression type, F < 2, and no inter-
action between these factors, F(1,10) = 3.179, p = .105. Planned
pairwise comparisons, however, revealed significantly greater
right hemisphere activation for emotional facial expressions,
t = 2.47, p = .03.

3.3.1. Verb context condition
In the superior temporal sulcus, there was no significant main

effect of hemisphere, F(1,10) = 4.11, p = .07, or of expression type,
F < 1, and no significant interaction, F < 1. Planned comparisons
also revealed no significant hemispheric asymmetry for either
emotional or linguistic facial expressions, t < 2 for each expression
type. However, the STS activation peak for both linguistic and emo-
tional facial expressions was more posterior for hearing signers
than for either deaf signers or hearing non-signers (see Table 2).
Fig. 2 illustrates this more posterior STS activation for linguistic
expressions in the verb context, comparing hearing signers with
deaf signers and hearing non-signers. For clarity, only neural acti-
vation within the STS/MTG regions are shown.

In the fusiform gyrus, there was a significant main effect of
hemisphere: activation was right-lateralized for both types of fa-
cial expression, F(1,10) = 7.48, p < .05. Although there was no inter-
action between hemisphere and facial expression type,
F(1,10) = 2.914, p = .119, planned pairwise comparisons revealed
a significant right hemisphere asymmetry for emotional facial
expressions, t = 2.63, p < .05, but no asymmetry for linguistic facial
expressions, t < 1.
bimodal bilingual brain: Effects of sign language experience, Brain

http://www.afni.nimh.nih.gov


Table 2
Brain regions activated when perceiving emotional and linguistic facial expressions relative to baseline, in the face only and verb context conditions (ROI analyses)

Face only Verb context
Talairach coordinates Talairach coordinates

BA x y z Vol. (mm3) BA x y z Vol. (mm3)

Emotional
STS/MTG
L Deaf signers 22/21 �55 �41 7 1105 22/21 �55 �38 8 1608

Hearing signers 22/21 �57 �44 7 378 22/21 �43 �59 7 900
Hearing non-signers 22/21 �53 �44 7 986 22/21 �54 �40 5 1169

R Deaf signers 22/21 51 �43 10 1539 22/21 48 �41 10 1792
Hearing signers 22/21 43 �45 11 684 22/21 52 �51 8 1035
Hearing non-signers 22/21 53 �37 6 2364 22/21 49 �38 5 1828

Fusiform gyrus
L Deaf signers 37 �49 �36 �10 1204 37 �36 �56 �12 1358

Hearing signers 37 �44 �50 �13 198 37 �43 �43 �14 594
Hearing non-signers 37 �39 �54 �11 605 37 �40 �56 �12 815

R Deaf signers 37 35 �57 �12 541 37 31 �57 �11 689
Hearing signers 37 39 �44 �13 360 37 42 �55 �17 810
Hearing non-signers 37 40 �52 �14 799 37 43 �51 �10 830

Linguistic
STS/MTG
L Deaf signers 22/21 �54 �40 8 1612 22/21 �54 �42 8 2637

Hearing signers 22/21 �53 �59 11 774 22/21 �53 �58 8 828
Hearing non-signers 22/21 �55 �44 5 934 22/21 �53 �44 7 1016

R Deaf signers 22/21 50 �40 7 1822 22/21 51 �42 8 1071
Hearing signers 22/21 50 �50 4 963 22/21 48 �50 15 999
Hearing non-signers 22/21 53 �47 7 1685 22/21 54 �38 5 2222

Fusiform gyrus
L Deaf signers 37 �38 �58 �13 1365 37 �36 �62 �12 1661

Hearing signers 37 �41 �41 �14 540 37 �46 �53 �14 396
Hearing non-signers 37 �39 �57 �12 1038 37 �39 �55 �13 1035

R Deaf signers 37 34 �61 �11 839 37 35 �65 �13 681
Hearing signers 37 42 �38 �12 567 37 43 �40 �14 423
Hearing non-signers 37 39 �54 �13 1233 37 40 �53 �13 1209

Data for the deaf signers and hearing non-signers were recomputed from McCullough et al. (2005).

Fig. 2. Illustration of the more posterior activation for hearing signers within the
superior temporal sulcus for linguistic facial expressions in the verb context con-
dition, from the whole brain analysis. For a more accurate comparison of the three
groups, the data for the deaf signers and hearing non-signers from McCullough et al.
(2005) were reprocessed using the identical fMRI analysis protocol.
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Finally, to illustrate the pattern of hemispheric asymmetries for
hearing signers in comparison to deaf signers and hearing non-
signers, we calculated a lateralization index for each ROI based
on the number of activated voxels above a threshold of p < .001
(see Table 2 and Fig. 3) following McCullough et al. (2005). The lat-
eralization index (LI) for each ROI was computed according to the
formula LI = (VolR � VolL)/(VolR + VolL), where VolL and VolR repre-
sent the mean numbers of activated voxels across the group in the
left and right hemispheres. These laterality indices, depicted in
Fig. 3, thus provide a visual illustration of group differences in
Please cite this article in press as: Emmorey, K., & McCullough, S., The
and Language (2008), doi:10.1016/j.bandl.2008.03.005
hemispheric asymmetry across conditions. Positive and negative
index values represent rightward and leftward bias, respectively.

4. Discussion

The results suggest that both sign language experience and
deafness can affect the neural organization for recognizing facial
expressions. All groups tended toward a right hemisphere asym-
metry in the superior temporal sulcus for facial expressions when
they were presented in isolation (i.e., with just a face). When rec-
ognizing emotional facial expressions in an ASL verb context, hear-
ing signers (bimodal bilinguals) patterned like deaf ASL signers and
exhibited no hemispheric asymmetry within STS (see Fig. 3A). In
contrast, non-signers showed a right hemisphere bias in this con-
dition. These findings lend support to McCullough et al.’s (2005)
hypothesis that processing emotional expressions within a sign
language context engages the left hemisphere for signers.

However, it was surprising that hearing signers did not show
the same strong left hemisphere asymmetry that McCullough
et al. (2005) observed for deaf signers when linguistic facial
expressions occurred in a verb context. On the other hand, hearing
signers did not show the right hemisphere asymmetry observed for
the non-signing group in this condition either. Thus, their laterali-
zation pattern fell ‘‘in-between” that of deaf signers (leftward
asymmetry) and hearing non-signers (rightward asymmetry).
One possible explanation is that linguistic processing of ASL facial
expressions reduces the general right hemisphere preference for
face processing, but does not create a full shift to left hemisphere
preferential processing. For deaf signers, left hemisphere process-
ing of linguistic facial expressions may be more strongly left-later-
bimodal bilingual brain: Effects of sign language experience, Brain



Fig. 3. Lateralization indices for the total number of voxels in the left vs. right STS (A) and left vs. right fusiform gyrus (B) for each participant group. The indices are calculated
using the group means from Table 1.
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alized because deaf signers must attend to the mouth both for ASL
adverbial expressions (see Fig. 1) and for lip-reading. It is possible
that when a facial expression is clearly linguistic (as in the verb
context), deaf signers tend to engage the left hemisphere more
strongly than hearing signers because of their more extensive
experience visually processing linguistic mouth patterns (either
lip-reading English or perceiving ASL).

As can be seen in Fig. 2 and in Table 2, left hemisphere activa-
tion in the STS for linguistic facial expressions was 14–19 mm
more posterior for hearing signers compared to both deaf signers
and hearing non-signers. In addition, left hemisphere activation
for emotional expressions within a linguistic context was more
posterior by 19–21 mm compared to the other two groups. In con-
trast, when emotional expressions were presented in isolation
(face only), the location of activation was quite similar for all three
groups (see Table 2), although the groups were not contrasted sta-
tistically. This pattern of activation suggests that when hearing na-
tive signers interpret language-related facial expressions, they
recruit more posterior regions within left STS. This hypothesis is
consistent with the results of MacSweeney et al. (2002), who re-
ported that hearing native signers demonstrated less extensive
activation within left superior temporal regions when compre-
hending British Sign Language compared to deaf native signers.
MacSweeney et al. (2002) argued that auditory processing of
Please cite this article in press as: Emmorey, K., & McCullough, S., The
and Language (2008), doi:10.1016/j.bandl.2008.03.005
speech has privileged access to more anterior regions within left
superior temporal cortex, such that hearing signers engage these
regions much less strongly during sign language processing. In
contrast, these anterior regions are recruited for sign language pro-
cessing by deaf native signers for whom auditory input has been
absent since birth (see also Petitto et al., 2000). Thus, we suggest
that activation within STS for sign language-related facial expres-
sions is shifted posteriorly for hearing signers compared to deaf
signers because more anterior regions may preferentially process
auditory language input.

We speculate that hearing non-signers do not exhibit such pos-
terior activation because facial expressions are not interpreted as
language related. That is, hearing non-signers do not need to seg-
regate the neural processing of sign-related facial expressions from
other facial expressions, and therefore more anterior regions with-
in STS can support both auditory speech processing and the per-
ception of facial expressions (either emotional or unfamiliar ASL
expressions). Capek et al. (2008) found that sign-related facial
expressions (mouth patterns within ‘echo phonology,’ Woll,
2001) activated more posterior regions within STS than speech-re-
lated mouthings for deaf signers. We hypothesize that hearing
signers, unlike either hearing non-signers or deaf signers, exhibit
more posterior activation for sign-related facial expressions (par-
ticularly those that involve the mouth) because of the need to dis-
bimodal bilingual brain: Effects of sign language experience, Brain
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tinguish between speech-related expressions and expressions
within a sign language context. Although deaf signers who lip-read
also must make a distinction between speech-related expressions
and sign-related expressions (see Capek et al., 2008), they are free
to recruit more anterior STS regions relative to hearing signers
when they comprehend sign-related expressions because these re-
gions do not compete with auditory speech processing. For hearing
signers, the preference within anterior STS for auditory language
processing found by MacSweeney et al. (2002) may create a poster-
ior shift along left STS, such that processing sign-related facial
expressions (either linguistic expressions or emotional expressions
produced with an ASL verb) engage more posterior regions com-
pared to deaf signers and also compared to hearing non-signers
who do not need to segregate two types of language-related facial
expressions (speech vs. sign).

Within the fusiform gyrus, the neural response for hearing sign-
ers was not left-lateralized across conditions and expression types,
as was found for deaf signers (see Fig. 3B). Rather, the lateralization
pattern for hearing signers was similar to that of non-signers, with
an even stronger right hemisphere bias for emotional facial expres-
sions. Thus, the left hemisphere asymmetry found for deaf signers
does not arise solely from their experience with local featural pro-
cessing of ASL facial expressions. The behavioral data from McCul-
lough and Emmorey (1997) indicated that deaf signers
outperformed both hearing signers and non-signers when identify-
ing changes in mouth configuration, suggesting that training with
lip-reading may be pivotal to enhancing processing of facial fea-
tures (the mouth, in particular). A greater reliance on local featural
processing of both faces and facial expressions within the left fusi-
form gyrus for deaf signers may be due to their extensive experi-
ence with lip-reading, perhaps in conjunction with their
experience processing ASL linguistic facial expressions.

5. General discussion

Bimodal bilingualism can uniquely affect brain organization for
language and non-linguistic cognitive processes. Our findings
along with those of MacSweeney et al. (2002) suggest that bimodal
bilinguals (hearing signers) recruit more posterior regions within
left superior temporal cortex than deaf signers when comprehend-
ing sign language. This different neural organization is hypothe-
sized to arise from preferential processing of auditory speech
within more anterior STS regions and possibly from the need to
segregate auditory speech processing from sign language process-
ing within this region (see also Capek et al., 2008). Thus, the neural
substrate that supports sign language comprehension for bimodal
bilinguals is not identical to that of deaf signers. It is not clear
whether bimodal bilingualism affects the neural organization for
the perception of spoken language, but as noted in the introduc-
tion, the neural systems engaged during the production of spatial
language in English (prepositions) can be affected by native knowl-
edge and use of ASL (Emmorey et al., 2005). Furthermore, Neville
et al. (1998) found that when reading English, bimodal bilinguals
exhibited a distinct neural response compared to monolingual Eng-
lish speakers, displaying less robust activation in left posterior
temporal regions. It appears that ASL-English bilinguals exhibit
patterns of neural activation during language processing that are
unique, differing from both monolingual English speakers and from
deaf ASL signers.

In addition, our results suggest that within the superior tempo-
ral sulcus, bimodal bilinguals process emotional facial expressions
more bilaterally compared to monolingual non-signers, but only
when emotional expressions appear in a language context. In con-
trast, within the fusiform gyrus, bimodal bilinguals pattern more
like monolingual English speakers, exhibiting bilateral or right
Please cite this article in press as: Emmorey, K., & McCullough, S. (2005
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hemisphere biased activation for recognizing facial expressions.
Only deaf signers exhibit a consistent left hemisphere bias for fa-
cial expression recognition (see Fig. 3B). In this case, neural reorga-
nization appears to arise from experiences associated with
deafness, which may involve a greater reliance on lip-reading
and perhaps greater attention to the face for social cues in all con-
texts. In contrast, bimodal bilinguals can attend to the vocal pros-
ody of spoken language and may rely less on facial cues, compared
to deaf signers.

In a broader context, bimodal bilinguals offer an unusual oppor-
tunity to investigate the nature of the bilingual brain and the cog-
nitive neuroscience of second language acquisition. Thus far,
almost all research has been conducted with sign-speech bilinguals
who acquired both languages early in life (Codas). The one existing
study comparing hearing native and late-learners of ASL found that
acquisition of ASL from birth was associated with recruitment of
the right angular gyrus during sign language comprehension (New-
man, Bavelier, Corina, Jezzard, & Neville, 2002). What remains to be
determined is whether late acquisition of a sign language leads to
other specific functional changes in the brain within either linguis-
tic or non-linguistic cognitive domains. In addition, we can ask
whether structural changes occur with sign language acquisition
that are similar to those found for unimodal bilinguals (e.g., Mech-
elli et al., 2004). It is possible that the changes observed for unimo-
dal bilinguals (e.g., increased gray matter in the left inferior
parietal lobule) arise in part because the sensory-motor systems
are shared for comprehension and production in the two lan-
guages. On the other hand, changes may arise because of the acqui-
sition of a large new lexicon and/or the acquisition of new morpho-
syntactic processes. Clearly, hearing signers should not be viewed
simply as a language control group for deaf signers. Rather, the
study of bimodal bilinguals is likely to give rise to novel insights
into the plasticity and specialization of brain structures that sup-
port language.
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