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The Nature-Nurturecontroversyhas beenwith us
since it was firstoutlined by Plato and Aristotle.
Nobody likes it anymoreAll reasonablescholarstoday
agreethat genesand environmentinteract to determine
complex cognitive outcomes. So whgoes the
controversypersist? First, it persistsbecause it has
practical inplications thatcannot bepostponed(i.e.,
what can we do to avoidad outcomesandinsure better
ones?), a state of emgencythat sometimes tempts
scholars to stake outclaims they cannot defend.
Second,the controversypersists because welack a
precise, testabltheory of theprocess bywhich genes
and environment interact. In thabsence of a better
theory, innateness is oftaaonfusedwith (1) domain
specificity (Outcome X is so peculighat it must be
innate), (2)species specificity (we are the onlyspecies
who do X, so X mustie in the human genome), (3)
localization (Outcome X is radiated by aparticular
part of the brain, soX must be innate),and (4)
learnability (we cannot figureout how X could be
learned, so Xmust beinnate). Webelieve that an
explicit and plausible theory ofinteraction is now
around the corner, and that many of the classic
maneuvers todefend orattack innatenesswill soon
disappear. Irthe interim, some seriougrrors can be
avoided if we keepheseconfoundedssues apart.That
is the majorgoal of this paper,i.e., not to attack
innatenes$ut to clarify what claims aboutinnateness
are (and are not) about.

What will a good theory of interactionook like
when it arrives? It is useful here to distingubsttween
two kinds of interactionismsimple interactions (black
and white makegrey) and emergent form (black and
white gettogetherand somethingaltogether new and
different happens).In an emergentistheory, outcomes
can arise for reasons that a predictabldrom any of

the individual inputs to the problem. Soap bubbles arg

round because a spheretli® only possible solution to
achieving maximum volume with minimum surface
(i.e., theirsphericalform is not explained bythe soap,
the water,or the little boy who blows the bubble).
Beehivestake anhexagonalform becausethat is the
stable solution to the problem of packingcircles
together(i.e., thehexagon isnot predictablefrom the
wax, the honey it contains, nor from thgacking
behavior of anindividual bee). D’Arcy Thompson
(1917/1968)offered hundreds oexampledike these to
explain the emergence different bodily forms,up and
downthe phylogenetic scale.JeanPiagetarguedthat

logic and knowledge emerge injust sucha fashion,
from successive interactions between sensorimotor
activity and a structured worldn the samevein, it has
been argued that grammars representthe class of
possible solutions tothe problem of mapping
hyperdimensional eaningsonto a low-dimensional
channel, heavilyconstrained bythe limits of human
information processing(e.g., MacWiinney & Bates,
1989). Logic, knowledge and grararmarenot given in
the world, but neither are they given in the genes.

Emergentistsolutions of this kind have been
proposed again and again in the developmental
literature, as a wayout of the Nature-Nurture
controversy (“That which imevitable does ndtave to
be innate” ). Unfortunately, the metaphargoked by
proponents of emergentism doot constitute a
convincing theory of complex cognition, and the
detailed descriptions ofbehavioral change offered by
Piagetianscholarshave neveryielded up the formal
theory of developmenhat Piagesoughtfor more than
six decades. As aesult, ardentnativists have viewed
Piaget as aadical enpiricist indistinguishablefrom
Skinner in hisreliance onenvironment as the ultimate
cause of development (Chomsky, 1980). A sinmfidde
hasbefallenthose who propose an emergengistount
of language (Gibson, 1992).

We believe that a more convincingemergentist
account of development i:ow possible,for three
reasons. First, developmentalisthavebegun to make
use ofinsights from nonlineardynamics(Elman etal.,
in press; Thelen & Smith, 1994). This is the latest and
perhaps the lagtontier of theoreticalphysics, offering
insights into the processes bywhich complex,
surprising and apparentlydiscontinuous outcomes can
arise from small guantitative changesalong a single
dimension. Beehivmetaphorshavethus givenway to
an explicit,formal account of emergeriborm. Second,
is now possible to simulatbehavioral change in
multilayered neurahetworks, systems thambody the
nonlinear dynamical principles required toexplain the
emergence otomplex solutions from simpler inputs
(Elman etal., in press; Rumelhart & WKClelland,
1986). Third, students obehavioraldevelopment are
becomingaware ofsome remarkablebreakthroughs in
developmentaheurobiology. As we shall se&day’s
neurobiological results are very bad news yiesterday’'s
nativists, becausethey underscorethe extraordinarily
plastic and activity-dependent nature of cortical
specializationand buttress thecasefor an emergentist



approach tothe development of higher cognitive
functions.

Even within an interactionist view of this kind, one
has to starsomewhere. Theonstraints onemergent
form offered by genes and environment must be
specified. What deve mean when we sathat agiven
outcome is innately constrained? As afirst
approximation, wecan define “innateness” as a claim
about the amount of information a complexoutcome
that wascontributed bythe genegkeeping inmind, of
course, thaigenes danot act independently,and that
they can bdurned onandoff by environmentakignals
throughout the lifetime of the organism).
have proposed 8-level taxonomy of claims about
innatenessprderedfrom strong toweakwith regard to
the amount of informtion thatmust becontributed by
the genesfor this claim to work. Each level is
operationallydefined interms thatcorrespond toreal
brains and to artificial neural networks, as follows:

I. Representational constraints refer to

direct innate structuring of the emtal/neural

representationsthat underlie and constitute

“knowledge”. Synaptic connectivity at the

cortical level is themost likely candidate for

the implementation ofdetailed knowledge in

reallive brains,becauséhat is the onlylevel

that has thecoding power forhigher-order
cognitive outcomes. In artificial neural

networks, thislevel is operationalized in the
weighted connections between processing
units.

1. Architectural constraints refer to

innate  structuring of the information-

processingsystem thatmust acquire and/or
contain these representations.  Although
representation and architecture ag# thesame
thing, there is no questiothat therange of
representations aystemcan take isstrongly
constrained atthe architectural level. In
traditional serial digital computers, some
programscanonly run on a rachinewith the
right size, speed andpower. In neural
networks, some forms dowledge caronly

be realized oracquired in asystem with the

right structure (theright number of units,

number of layers, types of connectivity

betweenlayers, etc.). In factthere isnow a

whole subfield of neural networkresearch in

which genetic algorithms are applied to
uncoverthe class ofarchitectureghat are best
suited to agiven class of learning problems

(Elman, this volume).

To operationalizearchitecturalconstraints

in real brainsand in neuralnets, Elman et al.

break things down into three sublevels:

A. Basic computing units. In real
brains, thissublevelrefers toneuronaltypes,
their firing thresholds, neurotransmitters,

Elman et al.

excitatory/inhibitory properties, etc. Imeural
networks, it refers taomputing elementwith
their activationfunction, learning algorithm,
temperature, momentum and learning rate, etc.

B. Local architecture. In real
brains, thissublevelrefers toregional factors
like the numberand thickness of layers,
density of different cell types within layers,
type of neural circuitry(e.g., with or without
recurrence). Imeural networks, it refers to
factorslike the number oflayers, density of
units within layers, presence/absence of
recurrent feedback units, and so forth.

C. Global architecture. In real
brains, this sublevel includes gross
architectural facts likéhe characteristicsources
of input (afferent pathways)and patterns of
output (efferent pathways)that connect brain
regions to the outside world and to one

another. In manyeural networknodels, the
size of the system is so small that the
distinction between local and global

architecture isnot useful. However, in so-

called modulanetworks orexpertnetworks, it

is often useful to talk about distinct subnets

and their interconnectivity.

I1l. Chronotopic constraints refer to

innate constraints on thetiming of

developmental events, including spatio-
temporal interactions. Imreal brains, this
would include constraints on the number of
cell divisionsthat takeplace in neurogenesis,
spatio-temporalvaves ofsynaptic growth and
pruning, and relative differences in timing
betweensubsystems (e.g.differences among
vision, audition, etc. in the timing dhalamic
innervation of thecortex). Thesame level is
captured in neural networks by incremental
presentation oflata,cell division schedules in
growing networksadaptivelearning rates, and
intrinsic changes inlearning that comeabout
because of node saturation.

The reader is referred to Elman et. for detailed
examples at all of these levels. For our purptees,
the point is that strong nativist claims abdamhguage
(Fodor, 1983; Pinker, 1994), physics (Spelke, 1991) or
socialreasoning (Horgar995; Leslie, 1994have to
assume representational nativism, implicitly or
explicitly, becausethat is the only level with the
required coding power for the implementation of
knowledge that is independent ofexperience. For
example, NoamChomsky (1975) has proposed that
“Linguistic theory, the theory of UG[Universal
Grammar]... is arinnateproperty ofthe human rimd”
(p. 34),andthat we shouldconceive of‘the growth of
language asnalogous to thelevelopment of a bodily
organ” (p. 11). Thenental organ mtaphorleaveslittle
room for learning. Indeed;homsky hasarguedthat “a



general learning theory...seems tome dubious,
unargued, and without argmpirical support (1980a, p.
110). Piatelli-Palmarini (1989, p. 2gchoes this
theme, stating that “l..see nadvantage in the
preservatiorof the term'learning.” | agreewith those
who maintain that wewould gain in clarity if the
scientific use of the termwvere sinply discontinued.”
Wherewould such richinnate structurereside? Pinker
suggests thathis innate knowledge must lie in the
“microcircuitry” of the brain. We think that he is
absolutely right: If the notion of #&nguageinstinct
means anything all, it must refer to aclaim about
cortical microcircuitry, becausehis is (to the best of
our knowledge)the onlyway that detailedinformation
can be laid out in the brain.

This kind of representational nativism is
theoreticallyplausibleand attractive,but it hasproven
hard to defend on both mathematicaland empirical
grounds.

On mathematical grounds, itis difficult to

understandhow 104 synaptic connections in the
human braincould be controlled by a@enomewith

approximately 16 genesparticularly when(a) 20-30%
of thesegenes atmost go into theconstruction of a
nervoussystem (Wills, 1991)and (b) humansshare

approximately 98%of their geneswith their nearest
primate neighbors (King & Wson, 1975). But the
problem is even worsethan that. PaulChurchland
(1995) reminds usthat each synaptic connection can
take multiple values. Hlve assumeconservatively that
each connection can take 10 values, Churchland
calculates thathe synapticcoding power othe human
brain contains more potentisiates otonnectivitythan

there are particles ithe universe! Genes wouldeed a
lot of information toorchestrate aystem of this size.
Of course adetailed mapping fromgenes to cortex

would still be possible ifgenesbehavedike letters in

the alphabet, yielding up an indefinite set of

combinations. But this is not tlese;instead,genes
operatewithin a highly constrainedspatiotemporal and
chemicalmatrix (Edelman,1987; Wills, 1991), using
and reusing topological principles thahave been

conservedover millions of years and thousands of
species.

One could arguethat the innate component of
knowledge occupies only a fractiofthis massivestate
space,despiteits richness. However, the past two
decades ofresearch onvertebrate brain development
suggest that fine-grained patterns of cortical
connectivity are largely determined by cortiggbut (for
reviews, see Elman et athapter 5; Johnsorn press).
For example, we knothat auditorycortex will take on
retinotopic maps ifnput from theeye isdiverted there
from its normal visualtarget (Sur, Pallas, & Roe,
1990), that plugs ofortex takerfrom onecortical area
and transplanted in another will take on the
representationshat are appropriate forthe input they
receive in their nevaome (Stanfield & O’Leary,1985),

that alterations in thbody surface of annfant ratlead
to corresponding alterations in the cortical map
(Killackey, 1990), that the'where is it?” systemwill
take overthe “what is it?” function in infant monkeys
with bilateral lesions to inferior temporal cortex
(Webster,Bachevalier, & Ungerleider]995), and that
human infants witHeft-hemispherdesions thatwould
lead toirreversible aphasia in an adglb on to attain
language abilities that are wellithin the normalrange
(Bates et al., in press; EisdeAram, 1995). In short,
there is very littleevidencetoday in support of thedea
that genesodefor synaptic connectivityat thecortical
level. Instead,brain development irhigher vertebrates
appears tdnvolve massiveoverproduction of elements
early in life (neurons, axorendsynapses)ollowed by
a competitive process through which successful
elementsare kept and those that failare eliminated
(Edelman, 1987). Pasco Rakicrefers to this
competition as the process by whiekperiencditerally
“sculpts” the brain. In addition to this sculpting
through regressiorexperiencemay also add structure
across the course of lif@ducing synaptic sprouting in
just those areas thate challenged by brand-newtask
(Greenough, Black, & \Mlace, 1993Merzenich,1995;
Pons et al., 1991).

Although there is surprisingly little evidence for
innaterepresentationat thecortical level (cf. Balaban,
Teillet, & Le Douarin, 1988),there is substantial
evidence for innate architecturasdinnate variations in
timing. Thisincludesevidencethat neurons’know”
where they are supposed to go duringell migration
(Rakic, 1988),and evidencghat axongpreferparticular
targetsduring their long voyage fromone region to
another (Niederer, Miimon, & Finlay, 1995; but see
Molnar & Blakemore, 1991). Could this kind of
innatenessprovide the basisfor an innateUniversal
Grammar? Probably not, because (a)these gross
architecturalbiases do not contain theoding power
required for something asdetailed andspecific as
grammatical knowledge, and (kthe rules of growth at
this level appear to operate across species to a
remarkabledegree. For example,Deacon(in press)
describesvidencefor lawful axongrowth in thebrain
of the adult rat, from cortical transplants takerirom
fetal pigs!

There are also regional variations in the
neurochemicalsubstrate (e.g., somtosensory cortex
transplanted to a visual regiwnill take onvisual maps,
but still expresseshe neurochemicals appropriate for a
somatosensoryzone—Cohen-Tannoudji,Babinet, &
Wassef,1994), and regional variationdn cell density
(e.g., primary visual cortex is exceptionally dense, a
characteristicthat seems to bedetermined during
neurogenesis, before any information is
received—Kennedy, Dehay, Blorsburg, 1990). Hence
cortical regionsare likely to differ from the outset in
style of computation, which means that they velso
vary in thekinds of tasks theycan performbest. In



other words, the competition thatcharacterizesbrain
developmentdoesnot take place on an eveplaying
field. The game isrigged from the beginning to
privilege some overall "brain plans” over others.
However, it isalso clearthat many alternative brain
plansareavailable ifthe optimal form isprecluded for
some reason.

Bates etal. (in press) haveargued that left-
hemisphere specialization folanguage in humans
depends orindirect, architecturalconstraints like these.
The temporal androntal regions of the left hesphere
play a major rolein the mediation of language
production in over95% of normal adultsjeading to
irreversible aphasia if specific left-hemisphaites are
damaged. Andyet, as noted above, infants with
homologous injuries do nogrow up to beaphasic.
How can that be? If left perisylvian cortex isn’t
necessaryor normal languagewhere doeghe typical
“adult brain plan” comdrom? Studies of infantsvith
focal braininjury show that theemporal (but not the
frontal) region of the left hemisphere isindeed
specialized abirth, because childrewith left temporal
lesionsare significantly slower in thedevelopment of
expressivebut not receptive)vocabularyand grammar.
However, this regional differende no longerdetectable
by the timechildrenwith the sameearly injuries are 7
years old, which means that agreat deal of
reorganizationmust have takenplace acrosghe first
years oflife. Evidently othemregions of the brain are
capable oftaking on therepresentationsequired for
normal language. Batesadt suggest thaeft temporal
cortex is initially specialized ndor languagstself, but
for the extraction ofperceptual detai(e.g., damage to
the same regions has specific effects on the extraction
detail from a visual-spatial pattern). Under normal

arguethat claims about doain specificity must (like
innateness) be broketown into different levels before
we can approach the issampirically. Usinglanguage
as our test domain, here is a brief overview.
Behavioral specificity. Languagesepresent
a class ofsolutions to aproblem that isundeniably
unigue in its scope and natutbe problem of mapping
a hyperdimensionalmeaning space onto a low-
dimensionalchannel (MacWinney & Bates, 1989).
There may be acasualresemblance tadomains like
birdsong (learning inthe vocal channel),chess (a
complex set okolutions to egame thatonly humans
play) or music(rule-governedransitions insound), but
these similaritiesarelargely superficial. Turkish case
inflections do not “look like” chessphbirdsong or
music—but they do look a lot likeaseinflections in
Hungarian. Thats, languages have veriittle in
common with other cognitivesystems, but they do
have a lot in common with each other. h&k dothese
commonalities come from?  The meaning space
involved in the language-mappingproblem includes
experienceshat are shared byll normal members of
the speciesandthe channelsused byhumanlanguage
are subject to universakonstraints oninformation
processing (e.g., perception, mewary, articulatory

planning). Under these circumstances, we should not be

surprised to findthat the class ofsolutions to the
problem is quite limited, constituting a set of
alternativesthat might be referred to asUniversal
Grammar. Wewill stipulate that domain-specific
behaviors have eenged inresponse tothis mapping
problem, and that natural languagesdraw from a
common set ofdomain-specificsolutions. But such
fafcts do not constitute ipso facto evidence for
innateness,becausethe samesolutions could have

conditions, this indirect bias in computing style leads temerged by an emergentist scenario.

left-hemispherespecialization for language. But the
representationsrequired for language are not (and
apparentlyneed not be) presentfrom the beginning,
becausehe same catan be skinned in aumber of
alternative ways.

Becausethe evidence is not good for strong,
representationdbrms of nativism, thedifferencesthat
we observefrom one species to anothemust be
captured primarily by architectural and chronotopic
facts. The finalproduct emergefrom the interaction
between these constraints d@hd specificproblems that
an organism with suchstructure encounters in the
world. Within this framework,let us reconsidersome
of the classical arguments for innate
knowledge—argumentsvhich, we believe, confuse
levels of analysis that should be kept separate.

Innateness and domain specificity. It has
been argued that languagesis peculiar, sospecific to
the donain in question,that it could not possibly be
learned or processed by adomain-general system.
Similar claimshave beemmadeabout face perception,

Representational  specificity. If an
individual reliably producesthe behaviorsrequired to
solve adomain-specificproblem, it follows that s/he
must possess a set dbmain-specific mental/neural
representations that support ttehavior. Thais, every
representatiomust be inplemented in dorm that is
somehow distinguishable fromother aspects of
knowledge (see localization, below). This
generalization holds whether the representations in
question are innate dearned; henctéhe specificity of a
representation is sipfy not relevant tothe innateness
debate.

Specificity of mental/neural processes.
This is the levelat which innatenes@and domain
specificity finally cross: Is it possiblgor a donain-
general architecture tacquire and/or process doiain-
specific representationsNotice that “domain-general”
need not mean “a device that can learn andrgahing.”
We havealreadystipulated theneedfor a good match
betweenproblemsand architectures inneural network
research. There is ndevice that can learnand do

music, mathematics, and social reasoning. Elman et alyerything. The debate is maspecific: Can a domain



like language belearned and/or processed byany
system that is nogpecifically tailored for and dedicated
to linguistic events? This an empiricaljuestion, and
the answer isot in. However,evidence insupport of
the domain-generabiew is availablefrom simulations
of domain-specificlearning in general-purposeneural
networks (sedearnability, below)andfrom the plastic
reorganization of languagand other higher cognitive
functions observed in children with focal brain injury.
But what if therepresentation aissue isbizarre,
and not at all predictable (& as wecan seefrom the
problem to be solved? How couldganeralarchitecture
ever acquire such a thing®ur belief thata structure is

case inpoint is theLondon family in which (it was
reported) agenetically transmitted ipairment was
observed that only affects regular grammatical
morphemes (e.g., walk --> walked), with no otké#ect
on any other aspedf cognitionor languageincluding
irregulargrammatical morphemdg.g., give--> gave).
The initial report generated gyreatdeal of excitement
(Gopnik, 1990; Pinker, 1994%ut it was ultimately
shown to beprematureand largely incorrect. More
comprehensive studieshow that theaffected merbers
of this family suffer from a host ofdeficits inside and
outside of language, and the putative dissociation
between regularand irregular nmorphemes does not

inexplicable maybe nothingmore than a comment on replicate (Vargha-Khadem, \tkins, Alcock, Fletcher,
our ignorance. For example, the visual cortex of the cé Passingham, 1995).

containsodd little neurons thabnly fire to lines at a
particular orientation (Hubel & Wiesel, 1963). Why
should such geculiar structureemerge? And/et we
know that such structures do emerge reliagry time
a multilayered neuratetwork isforced toextractthree-
dimensionalinformation froma two-dimensionahrray
(e.g. Miller, 1994; Shatz, 1996). We canmpoédict the
line-orientationsolution just by looking at thénputs
to the problem of mappinthreedimensionsonto two,
but apparenthjust such asolution isrequired,whether
it is built in ornot. In otherwords,although the line
orientation detectors invisual cortex could be innate
(phylogeny insuring a useful solution), these
simulations show thatey do nothave to be innate.
The same may b&ue for the odd-looking structures
that comprisehuman grammarsand human social

reasoning.
Genetic specificity. Skipping over the
intervening levels, arguments linking domain

specificity and innatenessare sometimesbased on the
specific patterns ofimpairmentobserved inindividuals
with geneticdamage. Suppose,for example,that we
uncover aform of language impairment that is
associatedwith a genetically transmitteddisorder.
Doesn't this constitute direeidence forthe innateness
of a domain-specific ability? Not necessarily. Afédk,
language is entirely absent @ases ofcerebralagenesis
(where no brain grows atl above thebrainstem level),
but no onewould arguethat the absence of a brain
provides interesting evidence for a domain-specific
languagefaculty. Geneticallybasedlanguagedisorders
provide evidence fothe innateness of domain-specific
faculty if and only if we can show that the genetidect
affects languagm isolation.

Specific Languagémpairment orSLI is defined as
a significant disorder in whiclanguage fallsvell below
mental age, in thabsence omental retardation,frank
neurological impairment, hearing loss, severesocial-
emotional distress orenvironmental pathology (see
Leonard, in press, forr@view). Ithasbeenshown that
SLI tends to run in familiesand somehavearguedthat
this disorder constitutes therequired evidence for a
geneticdefectthat only affectsgrammar. Acelebrated

Thirty years of research on otharildren and adults
with SLI yield a simlar conclusion(Leonard, 1996):
Specific language impairmeotrrelateswith a range of
relatively subtle deficits outside the boundaries of
language proper, including aspects ofattention,
symbolic play, mental imageryand the detection of
rapid sequences gbunds. Inshort, Specific Language
Impairment is a genetically transmittdisorder,but it

is no longer clear (despite the name) that it is specific to

language, much less to some peculiarity of grammar.

The converse isalso true: Deficitsspecific to
language havéurnedout not to be innate, at least not
in any interesting sense. For example, we howw
that grammatical morphology (including all those “little
words” and endings) ian especially vulnerabléomain;
whether ornot it is inpaired inisolation, norphology
shows up as a major problearea in SLI, Down
Syndrome andother populationsvhere ageneticbase
is known orsuspected. Howevespecific problems
with grammatical morphology have albeenshown in
many different forms of acquired brain injufwith little
respect for lesion site), in neurologically intact
individuals with hearing impairment, and in college
students forced to process sentenceander adverse
conditions(e.g., with perceptuallydegradedstimuli, or
with reducedattentionand merory due to a competing
task). Grammatical morphemetend to below in
perceptual saliencand inageability, and perhaps for
this reason, theyconstitute a‘“weak link in the
processing chain.” Thiact that theyare preferentially
disrupted in genetically based syndromes does not
necessarilyconstitute evidencethat theyare innate in
any domain-specific wayDamage tothe humarelbow
has avery specificeffect ontennis, but thatdoes not
mean that the elbow ia tennisprocessor, nothat the
genesthat participate inelbow construction do so for
the good of tennis. Wehave already stipulated that
language is notennis, but themetaphor isappropriate
on this particular point.

To summarize, innatenessmd donain specificity
arenot thesamething, andthe casefor innateness can
never bemade simply by listing strange phenomena
(i.e., the MadameTussaudstrategy). We turn now to



speciesspecificity, localizationandlearnability, special

evidencefor two innately specialized,domain-specific

cases of the effort to prove innateness by showing thatprocessors? Not necessarily.

domain is “special.”

Innateness and species specificity. In this
variant of the domain specificity approach, iaigued a
domain must be innateecauseonly humans do it—or,
at least, only humans do itery well. This would
include language, buit also includes music, politics,
religion, internationalfinance and ice hockey. To be
sure,thereare rudimentaryvariants of humarskills in
other species, including languag&he identification of
such infra-humanprecursors isuseful, because it can
tell us something about the evolution lahguage and
otheruniquelyhumanfunctions. But thecasefor an
innate,domain-specificsystemcannot bemade simply
by pointing out thathobody else haswhat we have.
Although wearethe only specieghat plays chess, no
one wants to argue that we start out with a clfesdgdty
in any interesting sense.

Of coursemany of usdon't play chess, but all
normal humans use languagéo speciesspecificity
and universality together constitute evidence for an
innate faculty? Possibly, butboth facts could be
explained byfactorsthat are only indirectly related to
the domain in question. Todate, noone hasever
identified aneural structurghat is unique tohumans,
i.e., a human-specific neuronalype, neurotransmitter,
pattern of corticalayering, oreven(depending on how
we define “area”) a human-specificarea of the brain
(Deacon, inpress; Finlay & Darlington, 1995). Our
undeniably unique array of skills appears tobbédt out
on quantitative variations in the primate braiplan,
e.g., expansion of frontalcortex relative to other
regions, proportionaknlargement ofsecondaryareas
within visual cortex, moredirect cortical control over
the mouthand fingers. Thelatter innovationsounds
like it might have emrgedespecially for language (or,
more generally, for culture), arrd some level that may
be the case. It is interesting to natewever,that the
same direct connections frazortex to theperiphery are
present inthe embryonicrat, but they are eliminated
before they have a chance to become functional
(Deacon, in press)Although we do not belong to the
school of evolution thaexplains everything through
brain size, species-specificabilities could be an
unintended by-product of a much more general change
computing power (Wlls, 1991). Speciesspecificity
alone doesot constituteevidencefor a specific mental
organ.

Innateness and localization. This is also a

First, everythingthat we know is rdiated by the
brain. If we experience twstimuli in exactly thesame
way, then (bydefinition) we donot “know” that they
are different. lfwe do experiencehem differently, then
that difference must be reflected somewherdaé brain.

Every new piece of learning changes the structure of the

brain in some fashiorhoweverminor. Consider, for

example, a recent demonstration that chess experts show

different patterns ofcortical activity at different points
in the game (Nichelli et al., 1994). This does not mean
we have anEnd Game Organ, not even in the adult
state. And it certainly does not mean that vezekorn
with one. All knowledgepresupposes localization in
some form(compactandlocal, or broadly distributed),
and hence demonstrations oflocalization do not
constitute evidence for innateneskhis is truewhether
the localization is universal (all humans show saene
pattern) or variable(some peoplehandle the same
content in different places—Caplan, 1981).
However,the converse isnot true: If a cognitive
ability is innate, then it must beealized in some
topographically specifiableway. That's how genes
work, i.e., by coding proteins a spatially,temporally
and chemically defined matrix (Edelman,1987; Wills,
1991). That ispreciselywhy the evidencefor cortical
plasticity is so devastating t@presentationatativism.
To fend off this evidence, one might envisiosanario
in which the genes that set up the nervous systavel
around in the bloodstream looking for a friendly
environment in which apecific mental organ can be
built. After all, everycell in the body contains the
entire genora. Perhaps thelanguage genes are
wanderingabout, waitingfor a signal that saysStart
building a language orgamow, here.” There are
certainly examples in the literature where the ritjiinig
does get built in the wrong place, or at leastgpical
place(e.g., themaster gene fothe eye, whichcan be
multiplied in variougplaces).But this kind of evidence
appears to béhe exception. And atleast in thatcase
(in contrast to highercognitive functions like
language), there is a specifiableset of physical

constants involved dictating the shape of the thing to be
built. For the same reason that we cannot really build a

oinosaurout of genes in giece of ambe(the Jurassic
Park scenario), genes folanguage ormusic or face
perception do not travel aroumda lifeboatlooking for
a place toland. Localizationdoes not presuppose
innateness, but claims abdnhateness dpresuppose a

form of the specificity argument: Mental organs arephysical base. Thas why nativistsarewise to look

special because thégke place intheir own part of the
brain, whatFodor (1983, p. 99) calls dspecialized
neural architecture” (a term that conflates the
representationaland architectural levels laid out by
Elman et al.). If wecould show, for example that the
brain handles regularand irregular grammatical
morphemes differently, wouldn't that constitute

for the neural correlates of the system they interested
in.

Innateness and learnability. Within
linguistics, claims aboutinnatenesshave been made
that bypass all thedmes of empirical evidence. The
ultimate form of theeccentricity argumentgoes like
this: X (usually language) is s@eculiar, sounlike



anything else that we dthat it cannot bdearned by
garden-varietyearning mechanism@.g. Crain, 1991).
Children (it is claimed)must acquire agrammarthat is
more powerful than his/her degenerateinput can
support. They are only able to go beyond tldaia and
zero in onthe right grammatical targebecausethey
alreadyknow a greatdeal about the class of possible
grammars. The mostprincipledform of this argument
is based on dormal proof of learnability in coputer
sciencecalled Gold’'s Theorem(Gold, 1967), which
showedthat grammars ofa particular class cannot be
induced or“guessed”from a finite base of positive
evidence (i.e., examples of sentenicethe language) in
the absence ofnegative evidence (i.e., examples of
sentences that do not belong in the language).

A thorough oreven a superficidireatment ofthis
argument goefar beyondour purview heregxcept to
note that all learnability proofs rest upon at lefasir
kinds of assumptions: a definition thfe granmar to be
acquired(e.g., grammarsdefined asstrings of symbols
generated by one or more recursive rules), a
characterization othe dataavailable tothe learner, a

grammar if it wasfirst exposed to siple sentences,
with complex sentences introduced later. Butatirse,
this isnot truefor humanchildren,who hear atleast a
few embeddedsentencesfrom the very beginning.
Elman found that hecould obtain the same result by a
simple trick: Start the system out withrapidly fading
memory (instantiated inthe units that copy the
system’s internal state on a previous triajjadually
increasingthat memory(independent ofearning itself)
up to theadultform. As aresult, thenetwork could
only learn off short strings in theearly stages of
learning—even though simple and complex stringse
both available inthe input from thevery beginning.
This singleexampleillustrates ourearlier point about
different levels of innatenessA grammar that was
unlearnable under one set of tilg conditionsbecomes
learnable ina recurrent network when thetiming
conditions change—all ofthis accomplishedwithout
building innate representationsnto the architecture
before learning begins.

In short, we cannotconcludefrom the presence of
eccentric structures th#tosestructuresareinnate—not

specification of the learning device that goes to work orven if theyare unique toour speciesuniversal among

these data, and a criterion that defines successful

all normal membersof that species,localized in

learning. If the grammar to be acquired is very abstracparticularparts ofthe systemandlearnableonly under

if our criterion forsuccess is verpigh, and/or if the
learning device is weak aritle data aredegeneratethen
it follows incontrovertiblythat thegrammarcannot be
learned without a great deal of innate knowledge to
make up for those weaknessddoes anyof this apply
to humanlanguage? As iturns out, Gold's Theorem
only applies if we make assumptions about l#aning
device that are wildly unlike any known nervous
system. And that is theonly formal proofaround at
this writing. No one haslonethe work tofind out
whether grammars of a different kiade learnable(e.qg.,
probabilistic mappings from @anings ontsound), or
whether a learning devieeith vastlydifferent properties
could acquire such agrammar (e.g., a multilayered
neural network).

In the interim, there are now simulations of
grammatical learning imeural networksthat could be
viewed as learnability proofs a sort(for a review, see
Elman et al.).
that anartificial grammarwith center embeddings and

Foexample, EIman (1993) has shown

specific conditions. The same facts canekplained by
replacinginnate knowledge (i.e. representationsyvith
architecturaland tenporal constraints thakequire much
less genetically specified information.  Thiskind of
emergentissolution to theNature-Nurturecontroversy
has been around for maggars, but it has onlpecome
a scientifically viablealternative inthe last decade. As
a result, thelong-awaitedreconciliation betweenPlato
and Aristotle may be at hand.
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