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The Frequency of Major Sentence Typesover Discourse Levels:

A CorpusAnalysis

Frederic Dick & Jeffrey L. Elman

University of California, San Diego

Abstract

Many recent models of language comprehension have stressed the role of didtributional frequencies in
determining the relaive accessibility or ease of processing associated with aparticular lexicd item or sentence
sructure. However, there exist relaively few comprehensve andyses of the aosolute as well as rdaive
frequencies of major sentence types. The god of the present work is to present initia findings from such a
study. We report the results of an analysis of parsed versions of two written and one spoken corpus (Wall
Street Journd, Brown, and Switchboard, respectively). Frequencies of six mgor types of grammatica
structures were caculated: Active Declaratives, Passives, Subject Relatives, Subject Clefts, Object Clefts, and
Object Relatives. We discuss both practical aswell astheoretica implications of problemsinherent in such an

andyss.
Introduction

Many recent modds of language comprehenson have
Stressed the role of distributiond frequenciesin determining
the relaive accessbility or esse of processing associated
with a particular lexicd item or sentence structure (Bybee,
1995; Dick, Bates, Wulfeck, Utman, & Dronkers, 1999,
Kempe & MacWhinney, 1999; MacDondd, 1997,
MacDonad, 1999; MacDonad, Pearimuitter, & Seidenberg,
1994; McRee Jared, & Seidenberg, 1990; Plunkett &
Marchman, 1993; Plunkett & Marchman, 1996; . John &
Gerngbacker, 1998). These approaches are known by a
number  of names—condraint-based,  competition,
expectation-driven or probabilistic modds—but al have in
common the assumption that language processing is closdy
tied to a use’s expeience, and that distributiond
frequencies of words and structures play an important
(though not exdlusive) rolein learning.

This interest in the datistica profile of language usage
coincides with two pardle developments in theoretica and
computetiona  gpproaches to language. An incressing
number of linguistic theories have shifted the locus of
linguigtic knowledge into the lexicon, partly in recognition
of the lexicd-specificity of many grammatica phenomena

(eg., Goldberg, 1995; Sag & Wasow, 1999). This emphasis
has focused grester attention on actud patterns of lexical
and grammatical usage, including didtributiona frequency.
Secondly, there have appeared over the past two decades a
number of datigticaly-based natura language processing
approaches to knowledge representation, processing, and
learning. These include probabiligic/Bayesan models,
information theoretic gpproaches, as well as connectionist
modds (Manning & Schiitze, 1999). Here again, the actud
statistical patterns of language play an important role.*

As noted above, frequency-based and/or distributiond
andyses of some psycholinguigtic phenomena are well-
edtablished in the literature.  The relationship between

frequency and lexica access, for example, has been farly
extengvely characterized (Bates et d., 2000; Snodgrass &
Vanderwart, 1980). There is dso a lively debate regarding
the role played by congruction frequency in on-line
processng of sentences with temporary syntactic
ambiguities (eg, Cuetos & Mitchell, 1988; Gilboy, Sopena,
Clifton, & Frazier, 1995; Gibson & Schiitze, 1999; Gibson,
Schitze, & Sadomon, 1996; MacDonald, 1994; Mitchdl &
Cuetos, 1991; Mitchdl, Cuetos, Corley, & Brysbhaert,
1996). But with the exception of these and a few other
sudies (eg., Kempe & MacWhinney, 1999; Bybee, 1995),
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al of which focus on a narrow and very specific set of
structures, corpus analyses have played a releively smdl
role in psycholinguistic research on higher-level languege
processng This is primarily because the rédative
frequencies of sentence dructures is more difficult to
obtain, since the corpora used to derive the distributions
must be grammaticaly parsed in order to correctly identify
syntactic structures. Parsing by hand is a labor-intensive
task, so much so that it essentialy precludes hand-coding
of large (eg., > 1,000,000 word) corpora. Automatic
parsing makes the task tractable, but parser reiability has
been amgjor issue. Accordingly, it has been quite difficult
to test and/or fasify some of the predictions of sentence
processing models whose proposed mechanisms are heavily
influenced by distributiond weighting.

Previous Work

Severd researchers have used manud andyses of rdatively
small text samples & a way around this problem. Kempe
and MacWhinney (1999) assembled sentence frequency
counts from textbooks for learners of Russan and German,
with samples sizes of 560 and 670 sentences respectively.
Using sentence type retios derived from these samples as
parameter estimates in an ingtantiation of the Competition
Model (Baes & MacWhinney, 1987), Kempe and
MacWhinney were able to predict a number of behaviord
outcomes. S. John & Gernshacher (1998) reviewed severd
sudies of the relative frequency of Active and Passve
sentences as part of an andyss and smulation of agphasic
patients deficitsin comprehending Passive sentences.

Other authors have availed themsdlves of larger dectronic
corpora in estimating relative sentence type or grammatical
congtruction frequencies. Aspart of aproject examining the
role of discourse context on verb subcategorization, Roland
and Jurafsky (1998; in press) used subsets of three tagged
and parsed online corpora the Wall Street Journd, Brown
(Marcus, Santorini, & Marcinkiewiz, 1993), and
Switchboard (Godfrey, Holliman, & McDanid, 1992). The
materiads for these corpora are drawn from news aticles,
mixed written materid, and transcribed telephone
conversations, respectively. The two written corpora
contain & least one million words, with Switchboard
containing a quarter as many words, al are fully parsed.
The size of these databases dlowed Roland and Jurafsky to
estimate the subcategorization frequencies of up to 77
different verbs, and in addition compare ther reative
frequencies over discourse levels.

Goal of Current Work
We had two gods in undertaking the current study. Firgt,

we wished to extend the work begun by Roland and
Jurafsky in order to cover a larger set of syntactic

gructures. In particular, we were interested in determining
the relative frequencies of the following sentence types.

1. Active declaratives (“ The dog is biting the cat”)
2. Passves (“The cat was bitten by the dog”)

3. Subject Reatives (“ The dog who bitesthe cat barked
loudly™)

4. Subject Clefts (“It was the dog who bit the cat”)
5. Object Clefts (“It was the cat who the dog hit”)

6. Object Retives (full: “The cat who the dog bitesran
away”; reduced: “ The cat the dog bites ran away”)

These sentence types have been the focus of alarge number
of psycholinguigtic sudies, and have played acrucid rolein
characterizing language deficits in gphasic patients (Caplan,
1995; Caplan & Waters, 1999; Hickok & Awvrutin, 1995;
Just & Carpenter, 1992; Just, Carpenter, & Kdler, 1996a;
Just et d., 1996b; Stowe et d., 1998). More recently, it has
been suggested by Dick, Bates, Wulfeck, Utman, Dronkers,
and Gernsbecher (2000) that differentid performance by
gphasics on different sentence types might arise from
differences in their relative frequency of occurrence in the
language. Thus, we were paticularly interested in seeing
whether in fact there were dgnificant differences in the
frequency of these syntactic structures.

A secondary goa was to document and place into the
literature some of the methodologicd issues thet arise when
conducting such a study. The most obvious methodologica

hurdle is the congtruction of the syntactic patterns used in
searching for different sentence types. As we discuss later,
the richness and variety of structures that are found in

naturd language often make it difficult to formulate a
structurd pattern that cleanly identifies al and only those
examples that are desired. Indeed, we found many casesin
which sentences were identified that were not, strictly

spesking, examples of our target structures but were sSimilar
enough that they were picked up by our patterns. This has
interesting consequences rot only for the search process,

but raises questions about implications for processing
modds. We address this and other issues in the
Discussion.®

The Current Study
General Considerations
Like Roland and Jurafsky (1998) we used the Wall Street

Journal, Brown, and Switchboard corpora. Although these
corpora are not as large in Sze as one might want, ther
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availability (through the Linguistic Data Consortium, Univ.
of Pennsylvania) and relatively accurate parses make them
good darting points for a study of this sort. The Wall
Street Journd corpus is a compilation of articles from the
Dow Jones Newswire in the 1980's, the Brown corpus
draws from severd different written texts, including
newspaper aticles, fiction, and technical writing from the
early 1960's (this is the corpus first developed by Francis
and Kucera (1982) for their lexicd andyses). The
Switchboard database is composed exclusively of telephone
conversations between strangers taped by Bdl Labsin the
early 1990's (with the consent of the participants).

Tgrep Search Patterns

The three dectronic corporawe used were parsed to yidd a
standard phrase structure andyss, in which al grammatical
condtituents in a sentence (including null dements such as
“traces’) appear as nodesinthetree. Searches were carried
out using the tgrep program that is included in the
Treebank distribution®. Tgrep is a tree-oriented search
program (andogous to UNIX egrep, but sendtive to
dominance and precedence relaionships) that dlows oneto
sdectively extract al examples of a particular sentence type
by searching for the grammatica structure underlying it.
This was the modus operandi for al the full-corpus
andyses. Search grings for the different sentence types are
shown in the Appendix.

As will become evident in the following section, in many
cases neither written nor spoken discourse adheres very
closly to tidy linguigic abdractions. In creating and
revisng search drings for the differet grammatica
congtructions, we were dften confronted with (a) sentence
types whose grammatica parse was identica to our target
sentence type, but which intuitively redly did not belong to
the target congtruction; or (b) sentences that were actudly
examples of our target congdruction, but deviated in some
idiosyncratic way from the canonica verson, and were
therefore missed in the search. Obvioudy, increasing the
specificity of the pattern would minimize errors of type
(a), but at the expense of increasing the number of sentences
missed (b). Unfortunately, there was often no pattern that
got thingsjust right.

We dedt with the above problem in two ways. First, we
adopted an iterative drategy in developing the search
strings. For any given sentence type, we began with the
mos gened verson of a pattern that would be
(reasonably) guaranteed to identify al possible examples of
that construction. This typicaly generated vastly more
sentences than were gopropriate, and required extensive
hand-checking, followed by a number of iterationsinwhich
the search pattern was refined. However, by cagting the net
wide, we discovered many more sentence subtypes and
structural variations than we would have anticipated had we

begun with the mogt specific and narrowest definition of
the sentence type using preconceived notions of what the
gppropriate structure would be. All  sentence types
ultimately required more than one search pattern to identify
the—hopefully—complete st of examples of a given
sructure.

Second, in addition to the hand-checking d the sentences
that were identified by this automatic procedure, we cross-
vdidated one of the searches (for Passives, see below for
details) by carrying out a manua andyss of a sub-sample

of the Brown corpus. This anadys's involved JJSOth of the
total corpus and produced results that were closdy in
agreement with the automatic search, thereby providing
evidence for the accuracy of the automatic process.

A finad complication arose because the parsing style used in
the three corpora differs to some extent. In reporting the
results for each sentence type, we therefore not only note
specific problems and issues that arose in defining each
type, but dso indicate (with numbersin curly brackets (eg.
{1ac}) which tgrep search pattern was used to generate
the result. All tgrep search patterns can be found in the
Appendix, with additional notes on specific methodological
points.

Sentences vs. Exemplars

For most sentence types, we include two counts: (1) the
number of complete sentences in each corpus containing a
least one example of a particular type, and (2) the tota
number of exemplars of a type in each corpus.  For
example, the count for “The dog was hit by the cat and the
goose was hitten by the mouse” would be two exemplars
and one sentence. It isfairly common for the frequency of
a particular grammatical congtruction to be expressed in
terms of the total number of sentences in the anayzed
corpus (eg. Roland & Jurafsky, 1998). However, the
sentence per se has a very nebulous definition in many
discourse stuations (particularly spoken). Therefore, we
report most results in terms of “exemplar ratios’ (i.e, the
number of exemplars of congruction A) : (the number of
exemplars of congtruction B) rather than relying on percent
of total sentences per corpus.

Results

For dl results, the reader should refer to the relevant
exemplar/sentence counts  in Table 1, with
percenteges/rtios in Table 2. For each sub-reult, we have
adso liged each rdevant tgrep search command in the
Appendix, indexed as {lac}, {2ac}, ec. For saverd
sentence types (Active SVs and OVS citation forms), we
have reported results only from the Wall Street Journa and
Switchboard, and not from the Brown corpus. Thisis due
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to coding differences for the latter that did not permit usto
sufficiently congtrain our searches. In generd, we briefly
comment on the results for each subsearch, then meke

comparisons between larger sets of dructures (eg. dl
activesvs. passves, SV vs OVSword orders).

Table 1: Total number of exemplarsper syntactic form. In Tables1and 2, cellscontaining an 'x" arethose where

a search waseither inappropriate or not feasible - see Resultsfor full details).

SYNTACTIC FORM wsJ wsJ Brown Brown SABD SWBD
exemplar sentences exemplar sentences exemplar sentences
SvO 19,947 18,893 29,576 25341 5975 5733
Predicate Nominds (SV) 11,879 X X X 7,733 X
Predicate adverbids (SV) 1,403 X X X 1,176 X
SVs+ preposition 13,773 X X X 1,623 X
Passves 7,813 7,326 10,435 9,707 587 575
Inverted Quotation/Citation 1,485 X X X 0 X
Subject Redatives with | 2,999 2,838 X X 593 554
infinitival clauses
Subject  Reatives  without | 2,415 2,305 4,164 3,748 501 466
infinitivl clauses
Reduced Object Rdaives 599 584 1,286 1,246 124 120
Unreduced Object Rdlatives 195 188 504 488 187 180
Subject Cleft/Object Cleft X 40/3 X X X 12/1
Totd Words 1,102,156 1,002,898 240,041
Tota Sentences 49,208 48,094 20,794
Mean Words per sentence 24 20.85 115

Total Sentences and Words

The total number of sentences in the Wall Street Journd
(WSJ) and Brown corpora was dmost identical (~50,000);
sentences (or “utterances’) in the Switchboard (SWBD)
corpus numbered about hdf this (~20,000) {1lac}. Both
written corpora contained gpproximately the same number
of words (~1,000,000), with Switchboard containing about
1/4th as many words{2a-c}; hence, an average sentence
from either written corpus had twice the number of words
(~20) as did a gpoken sentence (~10).

Actives and Passives

We firs compared reletive frequencies of Active and
Passive congtructions over discourse context. Actives were
perhaps the most difficult to pin down, as their genera
form often overlapped with other forms, such as truncated
Passives. (We avoided the latter by excluding NPs that
immediately dominated “traces’, coded as ((-NONE)). We
firgt divided our Actives search into trangtives of the form
Subjet-Verb-Object (SVO), eg. "The boy flunked the
exam' {3ac}, andintrangtives of the generd form Subject-
Verb (SV); these we further divided into three subgroups:
nomina or adjectival predicates (“The boy is a sudent” or
“The girl is smart”){4a-b}, adverbid predicates (“The boy
walks quickly”){5ab}, and intrandtive prepositionas
(“The boy went to the store”){ 6a-b} . For intrangtives, we
patidly relied on the coding for “predicae’ (PRD)
provided in WSJ and SWBD; dso ussful were the various
codings of prepogtions (see {6ab}). For dl SV/SVO
subcategories, we used a family of search drings that
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dlowed for verb compounds, such as auxiliaries, modas,
and so forth (“The boy could have gone to the store’).
For al Active congructions, we counted exemplars only, as
asentence metric would have serioudy underestimated their
frequency - for example, sentences in both written corpora
often contained multiple Active exemplar.

Like the Active construction, Passives do not take asingle
immutable form. Hence, we included in our search not only

Table2: Ratiosof Syntactic Forms, in exemplars

full Pessives of the form Object-Verb-Subject (OSV-“The
dog was egten by the ca”), but truncated or agentless
Pessives of the form Object-Veb (OV - “The dog was
eden’), as wdl as “get” Passves (OVS - “The dog got
egten by the cat” and OV - “The dog got eaten”) { 7a&b}.
As with Actives, we dlowed for verb compounds,
variationsin tense, and so forth.>®

Syntactic Comparison WsJ Brown SWBD
Passives: Active (SVO only) 1:255 1:283 1:10.18
Passives: Actives (SVsplus SVOs) 1:6.02 X 1:2812
Passives: Activesplus

1:6.33 X 1:28.98
Subject Relatives (without infinitives)
OV S (Passives plus Inv. quotations) :

1:532 X 1:2898
SVO (Actives plus Subject Rdatives w/o inf)
Objegt Reative (reduced plus unreduced) : Subject Relaive 1:304 1233 1 161
(W/oinf)
S\/O_ (Actives plus Subject Reaives) : OSV (Object 1:6223 X 1:5469
Rddives)

Previous work (reviewed in &. John and Gernsbacher,

1998) pointed to Active/Passive ratios of about 35:1 to
10:1 for spoken discourse (Goldman-Eider & Cohen, 1970)
and 6:1 for written text (Taylor & Taylor, 1983). Whenwe
compare Passves to Active trangtives (SVO) only, SWBD
fdls a the lower end of this spectrum, with an
SVO/Passive ratio ~10:1; when we incdude dl Active
congtructions, this ratio increases to ~29:1. In the Brown
and WSJ corpora, Passives were somewhat more frequent
than we expected, with SV O/Passive ratios of ~2.5 and ~2.8
. 1; for WSJ, theratio of dl Actives'Passveswas~6: 1.

Another OVS Construction - Inverted
Quotations

As mentioned in the Introduction, there is both
computationd and behaviord evidence suggesting that
experience with a particular structure tends to generdize to
performance on other structures with smilar forms. One of
the few syntactic Structures in English that does pattern
with the OVS word order of Passves is the inverted
quotation (eg., “I did not use any subliminable
advertising,” sad the candidate). This dructure's use is
absolutely determined by discourse context (as can be seen

in Table 1): Newspapers (WSJ) use this congtruction afair
amount, wheress in telephone conversations (SWBD) they
ae nonexigent {8a&b}. Thus the impact of these
congructionson the overdl OVSActiveratioissmdl inthe
caxe of WSJ (with the ratio moving from ~1 : 6.3 with
passives only to ~ 1. 53 with passives and inverted
quotations), and of course no changein SWBD.

Subject Relatives

As noted above, these sentences are of the form “The
subject that/who verbs” thus sharing the SV word order
with actives. We began our search for both subject and
object relatives by using a pattern that matched a complex
NP—tgrep -w ‘(NP < (NP . SBAR))' —then narrowed our
search using the coding patterns suggested by the subset of
target sentences that were found with the broader pattern.
The subject reaive search string for both WSJ and SWBD
{9%c} explictly excludes an interesting infinitiva
congtruction very smilar to reaives, eg., “they have
things to gripe about” and “he has afamily to take care of”.
This congtruction is coded by WSJ and SWBD (but not
Brown {9b}) in the same form as Subject Reatives, but in
fact ismore Smilar to an Object Rddive - .e.g., “they have
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things that they gripe about” and “he has a family that he
takes care of.” We ligt the totals for WSYSWBD including
these infinitival congtructions in {10a-b}. We excdluded in
both these counts an additiona construction aso smilar to
relatives, namely "The noun whose noun verbed" (eg.,
"The man whose dog talked won the prize"); these were
relatively infrequent (51 exemplars in WSJ, and 1 in
SWBD).

Total Object Relatives - Reduced and Full

Full Object Relatives {11a-c}are of the form “The object
that the subject verbs’, with reduced relatives omitting the
intervening “that” {12ac}. Our search strings included
locatives and prepositionas such as “the place (that) |
work at”, and “the people | work with”. However, we did
not include comparatives such as “Tha was more than |
could handl€’, which is quite smilar in structure to an
Object Relative.  When we compared the frequency of
subject and object relatives, we found that, in contrast to
what one might have predicted, there was arelatively smdl
difference in subject/object reaive frequency , paticularly
in SWBD (see Table 2).

Subsets of Relatives: Subject and Object Clefts

We used the "SCLF" tag provided in WSJand SWBD asa
first-pass search for both these forms,  because there were
very few, we performed a fine-grained hand search.  Both
subject and object clefts were extremdy rare, with 40
subject and 3 Object Clefts in WSJ, and 12 subject and O
Object Cleftsin SWBD.

Discussion

Before considering what we have learned from this study,
we point out severd limitations to the current work.

Firgt, we regard the problem of finding precise structurd
definitions for the target constructions to be an open issue.
The frequency counts we report must be interpreted with
this in mind. At the same time, we do not believe the
numbers will change substantially as a result of dternetive
sructurd definitions.

Second, our approach has been somewhat coarse-grained, in
that there are additional factors we did not take into account
that are undoubtedly of interest. For example, we do not
consider possible interactions between the frequency of a
given gructure and main verb tense. Thus, the frequency
we report for Passve congtructions collgpses across al

tenses, dthough intuitively it is likely that the Passive is
more frequently used with verbs in the past then in the
present tense. Similarly, we do not investigate whether
there are interactions between specific lexicd items and
dructures, athough we know from other work that (for
example) verbs differ with regard to their subcategorization
preferences (Connine, Ferreira, Jones, Clifton, & Frazier,
1984; Gansey, Pearlmutter, Meyers, & Lotocky, 1997,
Hare, McRae, & Elman, 2000; Roland & Jurafsky, 1998;
Roland & Jurafsky, in press). Some of this work aso
suggests that comprehenders are sendtive to such
contingencies. More generdly, it seems clear that syntactic
ambiguity resolution can be highly influenced by such
lexicd factors (MacDonad et d., 1994). Thus, it would be
useful inthefuture to refine the analyses here by calculating
statistics separately for these contingencies.

Bearing these qudifications in mind, there are a number of
important results that emerge from the present anayses:

» Like Roand and Jurafsky (1998), we find that
frequencies vary with corpus, probably reflecting discourse
and regigter factors (cf., Chafe, 1982). In some cases, the
differences between corpora are extreme. The inverted
quotation occurs 1,485 times in the WSJ, but not a al in
SWBD. Such differences may dso occur within a corpus.
Thus, in our hand count of a subset of Brown, we noted
that in severd of the technicd artides, dmogt every

sentence is in the Passve voice. In narrative prose (eg.,
short fiction) on the other hand, the Passive is relatively
rare. This suggests it might be informative to bresk down
future analyses of Brown by genre, dthough the generdity
of such results may be limited by the reatively smdl

number of examples in the data set. In any case, to the
extent that different registers and discourse styles are
associated with different choices of syntactic structures,

these differences are likdly to have processing implications,
and the behavior of subjects in experimentd situations may
or may not be well-predicted by usage Satidtics that are
appropriate to different contexts.

=  Aswe noted in the introduction, given the complex—
and often messy—nature of most sentences encountered in
naturaly occurring written and spoken language, it turns
out to be exceedingly difficult to formulate a precise
structural definition of most of the syntactic constructions
studied here. Nor is it clear that every construction has a
sngle structura description. We fed that the method we
used—overgeneration followed by winnowing—was the
most likely to identify al examples of the target structures,
but there may both outright errors, aswell as margind cases
whose inclusion or excluson remains an open issue. (The
problem is compounded by the use of different parsing
conventions in the different corpora, as well as occasond
and unavoidable migparses and inconsg stencies)
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=  We were surprised by the relative frequency of some
congtructions that we had predicted to have been less
common. The difference between Subject and Object
Rdatives was not nearly as greet as we anticipated; in fact,
in the spoken corpus (SWBD), their frequencies of
occurrence are virtudly identicad (the OR:SR rdio is
1:1.61). The difference between Passives and Trangtive
Actives was ds0 smdler than expected (in WSJ, 1:2.55; in
Brown, 1:2.83). Although this latter pattern changes when
the larger set of SV condtructions is conddered, it is not
cler that that broader set is incorporated when
Active/Passve differences are dudied (eg., S John &
Gernsbacher, 1998).

= A rdaed issue arises when one dtempts to compare
the relative frequencies of narrowly defined congtructions,
such as Subject Relatives vs. Object Reldives. If one looks
only a examples of these two congructionsin SWBD, one
finds @ 1.9:1 ratio of Subject to Object Relatives, which is
much less than might be expected. But if one includes the
broader classes of congiructions that share either the SVO
or OSV word order, theretio is 55:1.

= The above obsarvations represent not merdy as
technicd issues, i.e, the difficulty of finding aprecise
structurd definition that existsin principle but in practiceis
difficult to formulate. The problem is, rather, that there are
not always crisp boundaries between what counts as an
instance of one condruction and what counts as another.
For example, the parsesof “It was more than he asked for”
and “It was the book that he asked for” are virtualy
identical, and the two structures can only be distinguished
on the bass of the specific lexicad fillers of the IN
condtituent. This difficulty has very important
consequences  for theories in which frequency of
condructions  figures in explanations of processing
difficulty. It is quite likely, for example, that a language
user’s experience with one congtruction that structurally
overlgps another may facilitate the processing of both.
Thus, one construction that occurs with very low
frequency of occurrence (e.g., Subject Clefts) may not lead
to processing difficulties if there dso exist sructurdly
smilar congructions (eg., Active Declaraives, Subject
Reatives) that are more frequent (cf., Grodzinsky, 2000)).
In a rddaed vein, the digparity between the rdaive
frequencies of the word orders used by Passives (OVS) and
Object Reatives (OSV) is echoed in new results from
sudies of gphasic patients and of college students
processing under adverse conditions (Dick et d. 2000).
Here, Passve comprehension, athough impaired relative to
that of SVO sentences , is more preserved than is
comprehension of Object Clefts, which pattern with Object
Rdtives. However, as we note above, comprehenson of
Subject Clefts, which are equdly as rare, but pattern with
the frequent SVO word order, isreatively preserved.

Such considerations may aso lead to what gppears to be
the precocious acquisition of rare structures. Chomsky
(1975) and Crain (1991), anong cthers, have argued thet
such patterns of acquisition—"language acquistion in the
absence of experience’ —provide strong evidence for innate
linguistic ongraints. Alternatively, it may be that this
phenomenon reflects generdization from exposure to other,
more frequent congtructions. This hypothesis is currently
being explored in our laboratory (Dick, in preparetion;
Lewis, in preparation).
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Footnotes

! Of course, interest in the distributional statistics of
language is rot new, and has figured prominently in many
pre-generaive linguidic theories (eg., Harris, 1954).
However, it has only been with the recent advent of fast
computers and inexpensve mass dorage devices that
serious invedtigations of large scde samples of languege
have been possible. In paticular, the existence of eectronic
versions of encyclopedias and books, as well as completely
new text media (eg., USENET, email) offers exciting new
opportunities for relating detailed patterns ¢ languege
usage to processing.

2 Undoubtedly, further refinement and adjustments in the
methodology will be useful. Thus, we have placed our
search  patterns  both in the Appendix, and a
http://crl.ucsd.edu/corporaltgrep_patternshtml so  that
othas may more essly expeiment with them. We
encourage anyone who does so to communicate ther
experiences  with  us  (fdick@cogsci.ucsdedu  or
eman@cogsai.ucsd.edu); in particular, we welcome any
modifications or extensions.

® A LINUX port of tgrep is available at the Center for
Research in Language webdite: http://crl.ucsd.edw/'software,

* We verified that dl our search patterns were mutualy
exdusive by using the LINUX program diff to comparethe
output of the dternative pattern searches.

> The passive search strings are the credtion of Dan
Jurafsky and Doug Roland; we thank them for dlowing us
to use and report them.

® Because the SVO/Passive ratio was lower than might have
been expected, we verified our results by perform a manud
andysis of approximately 1/50th of the Brown corpus
(1,000 sentences). The sample we drew was composed of
100-200 sentence “chunks’, drawn randomly from the
corpus. We dassified each sentence as either Active (where
the sentence had a Subject-Verb-Object or Subject-Veb
order) or Passve (as classfied by the same standards we
used for the TGREP andyss). Any ambiguous sentences
or sentences that were in different word orders (such as
imperatives) were not included in the Active/Passive count.
All sentences that contained a Passive congtruction (which
was often embedded in an Active frane) were counted as
“Passives’; we did not count multiple exemplars within
sentences as tokens. This method necessarily undercounts
Actives, as many Active and Passive sentences tend to be
composed of multiple dlauses, dl in the Active voice
Therefore, the hand count was the most liberd estimate of
Passives, and the mogt conservative with reference to our
theoretical hypotheses.

Reaults are the following: 746 sentences were classified as
Actives (where at least one SV or SVO congtruction was
found), and 194 sentences were cdassfied as Passves
(where any sentence containing a Passive congiruction was
counted only as Passive) Hence, the PassivelActive raio
for the 940 sentences counted (with 60 sentences ignored
because of the above criteria) was 1:3.85. In order to better
match our automated counts, we then estimated the ratio of
SV to SVO congructions in this sample by dassfying a
200-sentence subset (where a sentence with a lesst one
SVO congtruction was classfied as SVO). This subset was
composed of sentences containing roughly haf SVOs, and
hdf SVs (with 121 SVOs79 SVs). We then extrapolaed
to the 1000-sentence set by multiplying this ratio with the
orignd ~1:.385 ratio, thereby ariving & a 1233
PassiveSVO rdio - one very smilar to our Brown tgrep
andyss.

Unsurprisingly, the distribution of Pessives differed
dramatically over the texts in the Brown corpus, with some
sections (fallout shelter instructions, technical research on
cutting surfaces, politica reports) containing 50%+ Passve
congtructions, while others (stories, historica descriptions)
containing very few or no Passves whatsoever. The great
disparity in the proportion of Passivesvs. Actives pardlels
the quditative difference between the written (WSJYBrown)
and ord (SWBD) corpora, and is in keeping with the
observations of Roland & Jurafsky (1998), who show that
levels of discourse differ drametically over awide range of
vaidbles from gross numbers of sentence types to the
relative distribution of verb subcategorization frames.
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Appendix

All strings are preceded by the resulting count in [ ] - thisis not part of the command line. We only list strings that produced at
least one exemplar in a corpus, dthough for searches that involved increasing numbers of auxiliaries (such asthe SV grings) we
continued to add auxiliaries for severd iterations after the initid “zero” count to assure that we did not miss any unusudly long
and complex congructions.

Total number of sentences. (See note (a))

la- (WSJ): [49,208] tgrep-n TOP | sed -e'/"¥d' | wc

1b - (Brown): [48,094] tgrep-n TOP< S' | sed -e'/"$/d' | we
1c- (SWBD): [20,794] tgrep-n'TOP< /S| sad -e /¥ | we

Total number of wordsin"raw" files: (See note (b))

2a- (WSJ): [1,102,156] cat */* | egrep-v START | egrep-v *$' | tr -d "[:punct:]" | wc

2b - (Brown): [1,002,892] cat brownraw |sed-e's T//g |sed-e's 0/ /g | sed -e's-[A-Z]*-/ Ig | tr -d "[:punct]" | egrep-v $ |
sed -e 'g/pseudoattachv/g’ | we

2c - (SWBD): [240,041] ca swhd raw.crp | sed -e 'S\ [A-Z]*\*-[0-9)//g’ | s=d -e'Y._H/" | egrep -v Spesker | egrep -v M |
egrep-v "$ | tr -d "[:punct:]" | sed -e'd s/s/g' | sed -e'd nt/Int /g’ | sed -e '§/[0-9)//g’ | we

Total number of active (SVO) [exemplarsisentences] (e.g. “The man stroked the cat”) : (See note (c). Search
stringsfor sentences differ from exemplarsonly in the substitution of the-n option for -an.)

3a- (WSJ):

[11241/10556] tgrep-an'(S< (NP-SBJ!< (-NONE")) < (VP < (NP !< -NONE-)))' | sed -e /"H/d' | wc

[7763/7399] tgrep-an ‘(S < (NP-SBJ!< (-NONE)) < (VP < (VP < (NP !< -NONE))))' | sed -e/"$/d' | we

[913/909] tgrep-an (S< (NP-SBJ!< (-NONE)) < (VP < (VP < (VP< (NP!< -NONE")))))' | sed -e /"$/d | we

[28/27) tgrep-an'(S< (NP-SBJ!< (-NONE)) < (VP< (VP< (VP < (VP< (NP!<-NONE))))))' | sed - /"&d' | we

[2/2]tgrep -an (S < (NP-SBJ!< (-NONE)) < (VP < (VP< (VP< (VP < (VP< (NP !< -NONE)))))))' | sed -e "$/d' | we

3b - (Brown):

[26177/22003] tgrep -an '(S< (NP !< (-NONE)) < (VP I< (/VB/ < (figwadamjwerebelbeinglbeary)) < (NP !< -NONE)))' | sed -e
'"Hd | we

[3294/3234] tgrep -an (S < (NP < (-NONE)) < (VP < (VB! < (fiswadamiwergbebeinglbeany)) < (VP I< (IVB/ <
(/iswesamjwerglbelbeingloean)) < (NP !'< -NONE))))' | sed -e'"$/d' | wc

[98/97] tgrep -an (S < (NP !< (-NONE)) < (VP I< (VB/ < (fiswasamjwerebebeingloean)) < (VP I< (VB/ <
(figwaslamwerelbelbeingbeany)) < (VP I< (/VB/ < (fiswasamjwerebelbeinglbeeny)) < (NP < -NONE)))))' | sed -e '"$/d

|we

[7/7] tgrep -an (S < (NP !< (-NONE)) < (VP < (WB/ < (figwagamjwerebebengbeert)) < (VP < (WVB/ <
(iswadamjwergbelbeinglbeery)) < (VP < (WB/ < (figwadanwerdbebeingbeary)) < (VP < (IVB/ <
(fiswasamjwereloelbeinglbean)) < (NP < -NONE))))))' | sed -e /"$/d' |w

3c - (SWBD):

[3227/3076] tgrep-an'(S<(NP-SBJ!< (-NONE)) < (VP< (NP!<-NONE)))' | s=d - '"¥d' | we

[2483/2395] tgrep-an'(S< (NP-SBJ!< (-NONE)) < (VP< (VP< (NP!<-NONE))))' | sed -e /"$/d' | we

[252/249] tgrep-an'(S< (NP-SBJ!< (-NONE)) < (VP < (VP< (VP < (NP!< -NONE)))))' | sed -e'/"¥d' | wc

[13/13] tgrep-an'(S< (NP-SBJ!< (-NONE)) < (VP< (VP< (VP < (VP < (NP!<-NONE-))))))' | sed -e /"&/d' | we

Total number of SV Nominal/Adjectival Predicates (e.g. “ Theboy isa student” or “Thegirl issmart”)

13
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4a- (WSJ):

[9714] tgrep-an'(S< (NP-SBJ!< (-NONE)) < (VP < /PRD/ I< (-NONE")))' | sed -e /"/d' | we

[2023] tgrep -an (S< (NP-SBJ!< (-NONE)) < (VP < (VP < /PRD/ !< (-NONE"))))' | sed -e /"H/d' | we

[138] tgrep -an '(S< (NP-SBJ!< (-NONE)) < (VP < (VP< (VP < /PRD/ I< (-NONE)))))' | sed -e /"' | wc

[4] tgrep-an(S< (NP-SBJ!< (-NONE)) < (VP < (VP < (VP < (VP < /PRD/ I< (-NONE))))))' | sed -e /"% | w
4b - (SWBD):

[6907] tgrep-an'(S< (NP-SBJ!< (-NONE")) < (VP < /PRD/ !< (-NONE)))' | sed -e /"$/d' | wc

[772] tgrep-an ‘(S< (NP-SBJ!< (-NONE)) < (VP < (VP < /PRD/ < (-NONE))))' | sed -e '/"$/d' | we

[53] tgrep-an'(S< (NP-SBJ!< (-NONE)) < (VP< (VP < (VP</PRD/ I< (-NONE)))))' | sed - "&d' | we

[1] tgrep-an (S< (NP-SBJ!< (-NONE)) < (VP < (VP < (VP< (VP</PRD/ !< (-NONE))))))' | sed -e/"¥d' | we

Total number of Adverbial Predicates (e.g. “ The boy walks quickly”)

ba- (WSJ):

[862] tgrep-an‘(S< (NP-SBJ!< (-NONE)) < (VP !<< /NP/ < /ADV/ !< (-NONE)))' | sed -e /"¥d' | wc

[473] tgrep-an (S< (NP-SBJ!< (-NONE)) < (VP < (VP !<< /NP < /ADV/ < (-NONE"))))' | sed -e /"$/d' | we

[62] tgrep-an (S < (NP-SBJ!< (-NONE-)) < (VP < (VP < (VP << /NP < JADV/ I< (-NONE")))))' | sed -e /"$/d! | we

[6] tgrep-an (S< (NP-SBJ!< (-NONE)) < (VP< (VP< (VP < (VP!<< /NP </ADV/ < (-NONE))))))' | sed -e /& d' | we
5b - (SWBD):

[860] tgrep-an'(S< (NP-SBJ!< (-NONE-)) < (VP I<< /NP/ < /ADV/ I< (-NONE.)))' | sed - /"%/d! | wc

[282] tgrep-an'(S< (NP-SBJ!< (-NONE)) < (VP < (VP !I<< /NP < /ADV/ !< (-NONE))))' | sed -e'/"¥d' | wc

[30] tgrep-an (S < (NP-SBJ!< (-NONE)) < (VP < (VP < (VP << /NP < JADV/ !< (-NONE-)))))' | sed -e /"$/d | wc

[4] tgrep-an '(S< (NP-SBJ!< (-NONE)) < (VP < (VP< (VP < (VP!<< /NP/ < /ADV/ I< (-NONE-))))))' | sed -e /" | we

Intransitive Prepositionals (e.g. “ The boy went tothe store”)

6a- (WSJ):

[8482] tgrep -an'(S< (NP-SBJ!< (-NONE)) < (VP < (PP-CLR|PP-LOC|PP-DIR|PP-EXT|PP-PRP|PP-1|PP-MNR|PP--TPC|PP-
TMP)))' | sed -e'/"¥d' | wc

[4666] tgrep -an (S < (NP-SBJ < (-NONE)) < (VP < (VP < (PP-CLR|PP-LOC|PP-DIR|PP-EXT|PP-PRP|PP-1|PP-M NR|PP--
TPC|PP-TMP))))' | sed -e'/"$/d' | we

[594] tgrep -an (S < (NP-SBJ !< ({NONE)) < (VP < (VP < (VP < (PP-CLR|PP-LOC|PP-DIR|PP-EXT|PP-PRP|PP-1|PP-
MNR|PP--TPC|PP-TMP)))))' | sed -e /"&d' | wc

[29] tgrep -an (S < (NP-SBJ I< ((NONE)) < (VP < (VP < (VP < (VP < (PP-CLR|PP-LOCIPP-DIR|PP-EX T|PP-PRP|PP-1|PP-
MNR|PP--TPCIPP-TMP))))))' | sed -e '/"$/d' | wc

[2] tgrep -an ‘(S < (NP-SBJ < (-NONE)) < (VP < (VP < (VP < (VP < (VP < (PP-CLR|PP-L OC|PP-DIR|PP-EXT|PP-PRP|PP-
1|PP-MNRJPP--TPC|PP-TMP)))))))' | sed -e /"$/d' | wc

6b - (SWBD):

[933] tgrep -an (S < (NP-SBJ < (-NONE)) < (VP < (PP-CLR|PP-LOCIPP-DIR|PP-EX T|PP-PRP|PP-1|PP-MNR|PP--TPCI|PP-
TMP)))' | sed -e'/"¥d' | wc

[594] tgrep -an (S < (NP-SBJ < (-NONE)) < (VP < (VP < (PP-CLR|PP-LOC|PP-DIR|PP-EXT|PP-PRP|PP-1|PP-MNR|PP--
TPC|PP-TMPY))))' | sed -e'/"$/d' | wc

[92] tgrep -an ‘(S < (NP-SBJ !< ¢(NONE)) < (VP < (VP < (VP < (PP-CLR|PP-LOC|PP-DIR|PP-EXT|PP-PRP|PP-1|PP-
MNR|PP--TPC|PP-TMP)))))' | sed -e'/"$/d' | w

[4] tgrep -an (S < (NP-SBJ I< ((NONE)) < (VP < (VP < (VP < (VP < (PP-CLR|PP-LOCIPP-DIR|PP-EXT|PP-PRP|PP-1|PP-
MNR|PP--TPC|PP-TMP))))))' | sed -e'/"¥/d' | w
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Total number of passive (OVS) exemplars and sentences (e.g. “ The bird was fed by t - also,
command lines were the same for all corpora, and therefore arelisted only once. Totalsfor each corpusarelisted
in the same order asthe search strings; stringsfor sentences differ from exemplarsonly in the substitution of the
“-n” option for the* -an” options.

7 - passive sear ch stringsfor all corpora

tgrep -an '(VP<VBN\I<PRT\I>NPY%(AUX << (/isarelwaswerelbelam|been|getjgetslgotigottenigettingloeing/)))' | sed -e "¥/d' |wc
tgrep -an '(VP<VBN\!<PRT\I>NP%(/V B/<(/idarejwasiwerebelam|been|getigetsigot|gottenjgettinglpeing))))' | sed -e'/"Hd' we
tgrep -an '(VP<VBN\'<PRT\I>NP<(VP¥%(/V B/<(/idarewasiwerebdlam|been|getigetsgotigotten|gettinglbeing/))))' | sed -e /& d' | we
tgrep -an '(VP<VBN\I<PRT\I>NP%(V P<(/V B/<(fidarewasiwerelbelam|been|getjgetsigotigotten|gettinglbeing/))))' | sed -e M ¥d' | w
7a-totalsfor passive exemplars

wsJ Brown SWBD
0 4910 0

6571 4008 440
1223 1452 139

19 65 8
Exemplar totalsfor al passve searches.
7813 10435 587

7b - totalsfor passive sentences

wsJ Brown SWBD
0 4537 0

6114 3708 431
1193 1399 136

19 63 8
Sentencetotalsfor al passive searches.
7326 9707 575

Number of Inverted Quotations (OVS) (eg. “‘Alpha movement is i
8a- (WSJ):

[1485] tgrep-an'(AINV < (VP< (S<(-NONE"))))' | sed -e'/"¥d' |we

8b - (SWBD):

[00] tgrep-an'(SINV < (VP< (S<(-NONE))))' | sed -e'/"¥d' |wc

Number of Subject Relatives, not including infinitival clauses [exemplar s/sentences

9a- (WSJ): (Seenote(d))

[2415/2305] tgrep-an (NP < (NP. (SBAR < ((WHNP/JWDT/ I< WP\$) < (S< (/NP-SBJ <-NONE) I< (VP < (TO))))))’ | sed -
e'/"§d |we

9 - (Brown):

[4164/3748] tgrep-an (NP < (NP. ( SBAR < WHNPWDT < (S<1 (NP<-NONE")))))' | sed -e /"¥/d' | wc

9c - (SWBD):
[501/466] tgrep -an ‘(NP < (NP . (SBAR < (WHNPPWDT/ I< WP\$) < (S< (INP-SBJ < -NONE,) < (VP < (TO)))))' | sed -€
1/ |we

Number of subject relatives, including infinitival clauses[exemplar S/sentences
10a- (WSJ):
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[2999/2838] tgrep-an'(NP < (NP . (SBAR <MWVHNPJWDT/ < (S< (INP-SBY < -NONE)))))' | sed - /"$/d [we
10b - (SWBD):
[593/554] tgrep-an ‘(NP < (NP (SBAR <MHNPJWDT/ < (S< (INP-SBY < -NONE")))))' | setl -e /"$/d | we

Number of unreduced object relatives [exemplar Slsentences] (See note (€))

11la- (WSJ): (Seenote(f))

[195/188] tgrep -an ‘NP < (NP . (SBAR < (/WHN/ < -NONE) < (S< (NP-SBJ !<<-NONE) < (VP<<((NP!> S) <-NONE
) | sed e yd |we

11b - (Brown):

[504/488] tgrep -an (NP < (NP . ( SBAR < WHNPINWDT < (S< (NP !<< -NONE) < (VP << ((NP!>S) <-NONE)))))' |
sed -e'/A$/d' | we

1lc- (SWBD):

[187/180] tgrep -an 'NP < (NP . (SBAR < (/WHN/ !< -NONE) < (S< (NP-SBJ !<<-NONE) < (VP<< ((NP!> S) <-NONE
M) | sed-e'"Hd |we

Number of reduced object relatives [exemplar s'sentences] - see note (€)

12a- (WSJ):

[599/584] tgrep -an ‘NP < (NP . (SBAR < (/WHN/ < -NONE-) < (S< (NP-SBJ !<<-NONE) < (VP << ((NP!>S) <-NONE
) | sed-e'/"$/d |we

12b - (Brown):

[1286/1246] tgrep -an ‘(NP < (NP !<WP) . ( SBAR <-NONE- < (S< (NP !<<-NONE) < (VP << ((NP!>S) <-NONE))))))' |
sd -e'/"¥d' |wc

12c - (SWBD):

[124/120] tgrep -an 'NP < (NP . (SBAR < (WHN/ < -NONE-) < (S< (NP-SBJ !<<-NONE) < (VP<<((NP!> S) <-NONE
) | sed-e'/$/d |we

Number of Subject and Object Cleft sentences (See note (g))

13a&b (WSJ and SWBD) :
tgrep -an'SCLF < screening file
wsJ

Subject Clefts 40
Object Clefts 3
SWBD

Subject Clefts 12
Object Clefts 0
NOTES:

(& Wedid not include“< S’ in the WSJ string as it removed many sentence-like fragments.
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(b) All three corpora had additiona information in the “raw” files that needed to be ddleted before a word count could be
performed. Brown and Switchboard were especidly difficult in this regard.  Following is a guide to the various
command lines (note that the particular uses of sed and tr vary depending on LINUX digtribution).

Brown: (files from /trecbank/tbl_075/raw/brown)
sd-e'dT//g
Remove codings of traces
sd-e's0//g
Remove codings of traces
sd -e's-[A-Z]*-/ Ig
Remove afew odd grammatica codes of form -LRB-
tr -d"[:punct:]"
Removeadl punctution
egrep-v *$
Remove empty lines
sed -e 's/pseudoattachy/g’
Remove 'pseudattach’ code.
SWBBD: (files from /treebank/raw/swhbd; note thet ordering of commands isimportant here)
sd -e 'S\ [A-Z]*\*-[0-9)//d
deletes codes that have * around them, followed by a dash and a
number: *ICH*-2 or *T*-1
sed-e'd_$
deletesaline-find spesker code of theform E_Sor N_S
egrep-v Spesker
deleteslines conggting only of Spesker identification
egrep-v "
deletes comment lines (beginning with a#)
egrep-v *$
deletes empty lines
tr -d "[:punct:]"
tranditerate (here with -d: delete) al punctuation
sd-e'd s/s/g
find and compress thingslike "John s* to "Johns’
sd-e'dnt/nt/g
find and compress thingslike "do not" to "dont"
sed -e'S[0-9/lg
remove stray numeric codes

(c) Each additiond command line includes an extra auxiliary verb. The last search line per corpus indicates the highest number of
verb compounds; searches with additional auxiliaries did not come up with any exemplars. The“!< (-NONE-" after the
first NP assured that the search pattern did not “double-count” an exemplar. The second “!< (NONE" excluded
truncated passives. The Brown corpus aso required explicit coding of passive-rdated auxiliary verbs.

(d) The“!'WP$’ preventsthe search from picking up congtructions such as “ The dog whose owner loved him was happy”, of
which therewere 51 in WSJand 1in SWBD.

(© Indl 3 corpora, we include locatives like "the place (thet) | work a" or "the Situation (that) we are in", as well as
prepositionals such as "the teams (that) they are thinking about” and "the people I've talked to". There seem to be
fewer of thesein Brown than in SWBD.

(f) Thisstring does not include a structure closdly related to object relatives - “1t was morethan | could handle”
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() The 'SCLF marking in WSJ and SWBD is quite generd and includes both subject and object clefts, as well as some other
congructions. Therefore, the numerical results reflect hand-sorted output of this search string.
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