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**Abstract**

A 3-layer back propagation network is used to implement a pattern association task which learns mappings that are analogous to the present and past tense forms of English verbs, i.e., arbitrary, identity, vowel change, and suffixation mappings. The degree of correspondence between connectionist models of tasks of this type (Rumelhart & McClelland, 1986; 1987) and children’s acquisition of inflectional morphology has recently been highlighted in discussions of the general applicability of PDP to the study of human cognition and language (Pinker & Mehler, 1988). In this paper, we attempt to eliminate many of the shortcomings of the R&M work and adopt an empirical, comparative approach to the analysis of learning (i.e., hit rate and error type) in these networks. In all of our simulations, the network is given a constant ‘diet’ of input stems -- that is, discontinuities are not introduced into the learning set at any point. Four sets of simulations are described in which input conditions (class size and token frequency) and the presence/absence of phonological subregularities are manipulated. First, baseline simulations chart the initial computational constraints of the system and reveal complex "competition effects" when the four verb classes must be learned simultaneously. Next, we explore the nature of these competitions given different type (class sizes) and token frequencies (# of repetitions). Several hypotheses about input to children are tested, from dictionary counts and production corpora. Results suggest that relative class size determines which "default" transformation is employed by the network, as well as the frequency of overgeneralization errors (both "pure" and "blended" overgeneralizations). A third series of simulations manipulates token frequency within a constant class size, searching for the set of token frequencies which results in "adult-like competence" and "child-like" errors across learning. A final series investigates the addition of phonological sub-regularities into the identity and vowel change classes. Phonological cues are clearly exploited by the system, leading to overall improved performance. However, overgeneralizations, U-shaped learning and competition effects continue to be observed in similar conditions. These models establish that input configuration plays a role in determining the types of errors produced by the network - including the conditions under which "rule-like” behavior and "U-shaped" development will and will not emerge. The results are discussed with reference to behavioral data on children’s acquisition of the past tense and the validity of drawing conclusions about the acquisition of language from models of this sort.
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Noam Chomsky repeatedly presents the scientific community with arguments designed to show that empiricist theories of the mind are wrong, and that the mind must possess a substantial amount of innate knowledge in order for it to acquire linguistic competence. One of the arguments that he gives is what Ramsey and Stich (1989) label the "Competent Scientist Gambit." Though the Competent Scientist Gambit has held sway over a substantial portion of linguists and developmental psychologists, its soundness appears to have rarely been questioned. This essay proposes to rectify this oversight by examining some of the empirical assumptions that the argument must make in order to work, after explaining how the Competent Scientist Gambit functions.

I

That some constraints are needed at all for language acquisition is uncontroversial. Ever since Goodman adumbrated the problem of projection nearly forty years ago in "The New Riddle of Induction" it has been clear that some system of constraints is necessary for any type of systematic generalization to occur (Goodman, 1983). Abduction, the inferential projection from some set of data to an hypothesis about what other elements also belong in the set, relies necessarily on methodological principles that cannot be contained in the original data set. These methodological principles are needed to constrain the types of patterns one can use in making generalizations. Without them there is no way to settle upon a pattern that one would use to generate hypotheses. That is, without these principles, there are an indefinite number of projections possible from a set of data, and there is no formal way to chose the "right" projection from among the possible projections. The bottom line is that some sort of constraint is necessary for the abductive process of generalization to get underway in the first place.

Children learning a language parallel the abductive process. They project from their pool of primary linguistic data to a set of generalizations that not only allows them to make grammaticality judgments on those data, but also allows them to make grammaticality judgments about sentences not contained in the primary data. Exactly how they accomplish this feat is not known. That there must be some biases concerning the types of generalizations they can make is given. To acquire a language, our learning mechanism must utilize "its innate specifications of certain heuristic procedures and certain built-in constraints on the character of the task to be performed" (Chomsky, 1964, p. 26). What type of constraints these are that allow for the abductive generalizations in language acquisition is the question.

The types of answers to this question fall into two camps: the empiricist and the rationalist. Empiricists claim that the constraints on the mind that allow for the abductive generalizations found in language learning are no different than the constraints on the mind that allow for any type of learning. That is, the empiricist conception of the mind holds that the inherent biases that constitute a brain’s learning mechanisms are not domain-specific: "Certain general principles of learning that are common in their essentials to all (or a large class of) organisms suffice to account for the cognitive structures attained by humans, structures that incorporate the principles by which human behavior is planned, organized, and controlled" (Chomsky, 1975a, p. 10). Moreover, the empiricists urge that these general purpose constraints are relatively few in number and relatively simple in their processing -- the complexity of our generalizations arises from recursive iteration of these simple processes. Excluding the constraints provided by the sensory transducers, all abduction then is made possible by "certain analytical data-processing mechanisms or inductive principles of a very elementary sort" (Chomsky,
1975b, p. 47) such that "preliminary analysis of experience is provided by the peripheral processing mechanisms, and one's concepts and knowledge, beyond this, are acquired by application of the available inductive principles to this initially analyzed experience" (ibid., p. 48). Hence, any language that is learned by an empiricist mind must be "relatively independent in its structure of any innate metal faculties" (ibid., p. 51). There are no language-specific mechanisms that ultimately determine the structure of the grammar. Rather, the grammar's structure turns on the type of data inputted to the general purpose inductive devices.

Rationalist conceptions of the mind, on the other hand, purport that the constraints on the mind that provide for language acquisition are domain-specific and relatively complex. That is, beyond the peripheral transducers, "there are innate ideas and principles of various kinds that determine the form of the acquired knowledge in what may be a rather restricted and highly organized way" (ibid., p. 48). So, unlike empiricist conceptions of the mind, the structure of the grammar is ultimately determined by the structure of the constraints; the "general form of a system of knowledge is fixed in advance as a disposition of the mind" (ibid., p. 51). (See also Leiber 1975a, chapter 3, for further discussion of how Chomsky draws the line between the two concepts.)

Chomsky supports the rationalist conception of the mind, that "our systems of belief are those that the mind, as a biological structure, is designed to construct" (Chomsky, 1975a, p. 7), and wants to conclude that "the organism brings, as its contribution to acquisition of a particular language, a highly restrictive characterization of a class of generative systems (potential theories) from which the grammar of its language is selected on the basis of presented linguistic data" (Chomsky, 1965, p. 112). In order to do so, he must demonstrate that any empiricist conception of the mind is untenable. That is, he must show that in principle empiricist minds cannot account for language acquisition. Chomsky uses the Competent Scientist Gambit to try to accomplish this feat. The strategy underlying his argument is to portray a learning mechanism at least as powerful as anything that an empiricist theory of the mind would use, and probably more powerful, and then to show that this mechanism cannot do what all native speakers of a language do. If Chomsky can successfully demonstrate that whatever mechanism a child must have in order to learn a language is more powerful than any mechanisms found in empiricist conceptions of the mind, then he will have shown that all empiricist conceptions must be wrong. The learning mechanism that Chomsky has in mind for this argument is whatever mechanisms a competent scientist brings to bear when devising and testing hypotheses.

Chomsky's argument runs as follows (cf., Chomsky, 1975a, pp. 14-22). We give our scientist a typical set of primary linguistic data from some language. (We can envision hooking a video camera to the top of some unfortunate child's head and letting this camera run for ten years or so. The stacks of video tape that result then would contain all the linguistic data that the child has gotten over the course of his first ten years.) The task before the scientist is to discover the projections that the child exposed to the data ends up using as an adult speaker. Children succeed in constructing grammars that project well beyond their primary linguistic data. We demand exactly the same results from the scientist and expect her to project from the data given her to "correct" grammar; that is, we expect her to project to the grammar that correctly describes the behavior of speakers of the language from which she was given data. Chomsky concludes that, given only the stacks of video tape or whatever and science's best analytical techniques, the competent scientist cannot ever do what children do all the time. He concludes that "knowledge of grammatical structure cannot arise by application of step-by-step inductive operations ... of any sort that have yet been developed within linguistics, psychology, or philosophy" (Chomsky, 1965, p. 57). Our scientist will not be able to discover the grammar that our child learns when he acquires his language.

Chomsky is not claiming that the scientist could not figure out and formalize the
grammar the child has. He is willing to assume that if anyone can, our competent scientist can. The fact that no one has really been able to do it yet is not his point. Rather, Chomsky’s point is that when trying to chose the correct grammar -- the one the child actually acquires -- from all the grammars that fit the primary linguistic data, the scientist would become hopelessly ensnared in Goodman’s projection problem. To assume that the competent scientist could come up with the correct grammar is also to assume that she could come up with an endless number of wrong grammars, grammars that fit the primary linguistic data, but do not project in the same manner as the child’s to sentences not in the primary set. "All concrete attempts to formulate an empirically adequate linguistic theory certainly leave ample room for mutually inconsistent grammars, all compatible with primary data of any conceivable sort" (Chomsky, 1975b, p.37). Whatever scientific techniques the scientist brings to bear in choosing among the possible grammars to come up with the grammar of the language from which the primary data were actually drawn will not be sufficient to narrow the possible choices to a unique one, for "the language each person acquires is a rich and complex construction hopelessly underdetermined by the fragmentary evidence available" (Chomsky, 1975a, p.11). Because Goodman showed that there are an indefinite number of projections possible from a set of data to generalizations about those data and that there is no formal way to chose the most simple and elegant generalization from the indefinite number of generalizations, scientific techniques alone cannot overcome problem of projection -- constraints different from general scientific methodology are required to go from the primary linguistic data to a unique grammar. The problem with the Competent Scientist Gambit is that the competent scientist could come up with an indefinite number of grammars that all account for the data she is given, that diverge in judgments made about data not found in the primary set, and (at least some of them) be comparably simple, parsimonious, consilient, etc. The competent scientist "is frustrated by limitations of available evidence faced by far too many possible explanatory theories, mutually inconsistent but adequate to the data" (Chomsky, 1975a, p. 11). No final choice of the "right" grammar would be possible.

Thus, insofar as it is plausible to view the competent scientist as at least as powerful as the empiricist mind, if the competent scientist cannot perform the child’s task, then no empiricist learning mechanism could either. The empiricist conception of language acquisition must be wrong, and some type of rationalist constraints are necessary. In order "to explain how a rich and highly specific grammar is developed on the basis of limited data that is [sic ] consistent with a vast number of other conflicting grammars" (Chomsky, 1972, p. 174) one must posit some "innate human faculte de langage " (Chomsky, 1975a, p. 37).

II

The Competent Scientist Gambit maintains that empiricist conceptions of the mind cannot explain language acquisition because a scientist cannot predict the grammaticality judgments that a child will make on the basis of that child’s primary linguistic data and the scientific method alone. Without additional help, the competent scientist cannot overcome Goodman’s problem of projection, and some sort of further constraints or biases are needed in order to narrow the possible projections down to a single set that gives the same grammaticality judgment as the child on any arbitrarily chosen sentence.

However, as stated above, the Competent Scientist Gambit implies that empiricist conceptions of learning are inadequate only if the competent scientist represents constraints at least as strong as any found on any empiricist mind. In other words, Chomsky must assume in the Competent Scientist Gambit that whatever constraints and biases a scientist has, they are comparable to the relatively simple and relatively general constraints that an empiricist conception of the mind engenders. Here we find the first empirical challenge, for this assumption may not be warranted.

That the competent scientist and any version of the empiricist mind do not have the same constraints is obvious. The question
raised by the challenge though is whether these different constraints are comparable in the relevant way such that whatever an empiricist mind can do, the competent scientist can do too. There appears to be at least two ways in which a competent scientist and an empiricist learning device may relevantly diverge. First, the competent scientist is denied any interaction with the data, while the child presumably can interact as much as he likes. Chomsky does not believe this difference to be significant. He assumes that we can successfully model as an instantaneous process any type of inductive learning that occurs. All relevant aspects of language learning can be captured in the following "instantaneous" process. A set of primary linguistic data confronts the child as a unit. In response to these data, the child generates all possible inductive hypotheses that are equally simple, and account for and project from the set. These inductive hypotheses form his set of candidate grammars. Then, innate constraints on the types of inductive generalizations he is allowed to make spring into action and choose the correct grammar from the set of candidates. Chomsky assumes that the generation of hypotheses and the choice of the correct one from the candidates take place in a single time step; that is, all the processes involved in learning a language occur instantaneously.

Chomsky claims that disregarding time when pondering the problems of acquisition is merely a move that simplifies the task and has no impact on the types of theories we could create to account for grammatical projections. However, no where in Chomsky have I found a place in which he gives principled reasons for accepting this claim. As far as I can see, the claim that the simplifying assumption of instantaneousness introduces no complications into accounts of language acquisition goes unargued.

In fact, Morgan (1986) claims the opposite, that this assumption by Chomsky forces one to introduce unnecessary innate constraints to account for learning. He believes that the instantaneous model of learning unnecessarily complicates the story that eventually must be told of how children actually acquire. If a child is allowed to interact with his environment when creating hypotheses to account for data, then the interaction itself acts a constraint on learning. (See also Wexler and Culicover 1980, pp. 94-97, for additional discussion.) He believes, as do Wexler and Culicover, that a non-instantaneous generate-then-test model is a methodologically superior way to understand the problem of projection in linguistics than is Chomsky’s instantaneous generate-and-choose model. Unfortunately, I cannot immediately see how a non-instantaneous generate-then-test model requires fewer constraints on learning than does Chomsky’s instantaneous generate-and-choose model, and Morgan does not deign to spell out the link. Certainly, a non-instantaneous model is psychologically more realistic, but since Chomsky makes no claim that the instantaneous model is psychologically plausible, realism gives no obvious advantage to non-instantaneous accounts. What one must show is that the interaction between learner and environment via the child’s hypothesis testing when there is a failure in comprehension decreases the total number of constraints needed to acquire a grammar. Otherwise, the assumption of instantaneousness has no effect on question of whether the types of biases required to narrow the space sufficiently in order to settle on a single grammar are rationalist.

One might think that the child may require fewer constraints than the competent scientist because the child could devise tests for his hypotheses in a way that the competent scientist could not. This increased ability to test decreases the number of constraints needed because the child’s actual test would replace a constraint the competent scientist needs in order to make the same projections. For example, the child could entertain two or more grammars that account for his input thus far, but that differ in their projections. This child could then utter a sentence that one grammar considers grammatical but the remaining grammars do not. This utterance would then constitute the test differentiating the hypothesized grammars, and depending upon how the child’s “subjects” react to his utterance, he might now be able to exclude some grammars from being his guess at the
grammar underlying the language he is trying to learn. Obviously, the competent scientist cannot test her hypotheses in this manner -- there is no one on which she could try out possible utterances. Prima facie, it seems then that the child’s interaction with his environment allows him to make choices that the scientist has no way of making, and if the scientist is to make the same choices, she must be additionally constrained. However, this appearance is misleading. Remember that the scientist gets exactly the child’s primary linguistic data. If she is sufficiently clever (we assume that she is), then whatever hypothesis the child dreams up, the scientist will to. Of course, of the child’s testing his hypotheses will be in the data that the scientist is given. So, like the child, the scientist can eliminate the hypotheses that turned out to be erroneous when tested because the test is in the data. All the scientist has to do is look for it. It is true that the scientist cannot test hypotheses that fit the data and that the child did not test. And if the scientist is smarter than the child she will have a bigger pool of hypotheses to chose from in the end, but this point does not show that interactive models require fewer constraints to narrow the set of possible grammars to one. Rather, it shows that the more ingenious you are, the more constraints you need to accomplish this task. However, that the scientist is smarter than the child does not show that the interactive account entails fewer constraints than an instantaneous one per se. It appears that whatever the child can do in his interactions with the environment, the scientist can duplicate in her examination of the set of data. Furthermore, she can duplicate this feat without using more constraints than the child.

Even if empiricist conceptions of learning entail non-instantaneous hypothesis generation and testing while the Competent Scientist Gambit remains restricted to instantaneous procedures, such a difference as of yet implies no divergence in results given the same constraints on both stories. This difference between empiricist minds and competent scientists does not appear to be significant for our purposes since both seem to require the same constraints in order to settle upon a unique grammar. Thus, insofar as we use the Competent Scientists Gambit to discover the types of biases necessary to acquire language and the instantaneous assumption has no effect on this issue, then this disanalogy between the mind and the scientist remains uninteresting.

A second way in which the competent scientist and an empiricist mind may diverge is in their respective criterion for choosing a grammar. Scientific principles may not correspond to whatever methodology a child uses in choosing his grammar. Chomsky recognizes this disanalogy, and remarks simply that "that poorly understood property of theories that leads a scientist to select one rather than another" is not the same as the "weighting function" that a child uses to "[select] a grammar ... over others that also ... are compatible with the data" (Chomsky, 1972, p. 289). (See also Chomsky 1984, pp. 170-171, and 1975a, section 3.) That the criterion of "simplicity" is not identical with a child’s "weighting function" is obvious. The question is whether this difference is relevant given our gambit. Are there any instances of an empiricist theory that can accomplish what a competent scientist could not? Until recently, the answer appeared to be no. However, with the advent of connectionism and parallel distributed processing models of learning, the answer may change.

"Connectionism" refers to a new type of cognitive modeling that uses networks of interconnected units to process information in parallel. (See Rumelhart, et al. 1986 for discussion.) The idea underlying connectionist models is that complex information processing can emerge from the interactions of large numbers of simple processing nodes. Each node is structurally identical to all the others, and each takes concurrent incoming signals and uses them to compute the value of its output. Once the computation is complete, these nodes either "excite" or "inhibit" their neighboring nodes by sending a positive or negative signal up the connecting pathways. The paths that connect the nodes have different "weights" whose values specify the strength of the connections between each pair of nodes. The system is parallel in that many nodes
carry out their computations and output their signals at the same time. The weights interact with the output signals traveling along the connection via some propagation rule, which determines the exact value of the signal that inputs to the next nodes in the network. So, input to nodes is a function of the connection’s weight strength and the value of the signal traveling along the connection, and the subsequent output of nodes is a function of the input and the transformation rule of the node.

One way to alter the way information is processed in the network is to change the connection weights between the nodes. If the weights are changed appropriately in response to an error signal that is sent back along the connections, then the network exhibits a rudimentary form of learning. These fairly simple learning strategies allow the networks to "program" themselves to perform some task. Typically, a network begins with arbitrary weights set on its connections. It then undergoes a training period in which it is presented with sets of stimuli input to which it produces some output in response. The actual output response is compared with the "target" output that correctly weighted networks should give. An error signal is computed as a function of the difference between actual response and target response. This error signal is then propagated back through the network, adjusting the weights of the connections, according to some computational learning algorithm. When the computed error reaches a certain minimum, then the network has learned whatever task it was being trained to perform. This network can now make educated guesses about how to process input not included in the training set but relevant for the problem that the network is trained to handle. The network learned successfully if it can generalize appropriately to a superset of data.

I am spelling out the details of connectionist networks to impress upon the reader how "empiricist" these models are. If anything could be an empiricist model of the mind, then connectionist models should be. Complex information processing arises from the parallel interaction of these relatively "stupid" nodes, who are structurally uniform and execute very simple computations. The learning algorithm used to train networks is general purpose and has been used to train networks to do a number of diverse cognitive tasks, from recognizing the sonar echoes of mines to visual facial recognition. Whatever constraints exist in the architecture are certainly relatively few in number and simple in their processing. All connectionist models of this type appear to meet Chomsky’s criterion that empiricist learning machines posses only "data-processing machines ... of a very elementary sort" (Chomsky, 1975b, p. 47).

One example of complex results from a simple connectionist machine relevant to the problem of language acquisition is Hanson’s and Kegl’s PARSNIP (Hanson and Kegl 1987). (For other examples of what a connectionist language processing devices can do, see Fanty 1985, Cottrell 1985, Waltz and Pollack 1985, Selman and Hirst 1985, Rumelhart et al. 1986, Charniak and Santos 1986, and Elman 1988.) This network is an auto-associator, i.e. it reproduces whatever it receives as input as its output. When it was trained on sets of syntactically tagged natural language sentences, the researchers discovered that this network, along with producing the correct output, could also produce "grammar-like behavior" while performing various language-like tasks. It learned the correct syntactic category names for the position of sentences on the training set and was able to successfully generalize to 1,000 sentences not in the training set and presented to the system after it had been trained. It can complete sentences, and can even recognize novel sentence patterns that were not presented in the original data set. Finally, like human language users, it "correctly reproduces test sentences reflecting deep center-embedded patterns which it has never seen before while failing to produce multiply center-embedded patterns" (Hanson and Kegl 1987, p. 106).

Granted, PARSNIP does embody certain implausible psychological features, such as having complete sentences being presented in a single time step. However, Hanson and Kegl point out that
there are important parallels between the task given to PARSNIP and the task that arises for children as they learn a natural language. Both PARSNIP and the child are only exposed to sentences from natural language, they both must induce general rules and larger constituents from just the regularities to which they are exposed, both on the basis of only positive evidence. PARSNIP’s ability to generalize knowledge of constituent structure has been extracted from its experience with natural language sentences. (ibid., p. 117)

What Hanson and Kegl have shown is that for the linguistic tasks that PARSNIP can perform, the architectural constraints needed to do those tasks can be empiricist. An empiricist mind could learn to make whatever abductive generalizations PARSNIP can make. It could learn a grammar at least as well as PARSNIP does.

Of course, we do not yet know whether a connectionist machine can really learn a language, but it may not seem so unreasonable now to entertain the thought that it very well might be capable of some sort of sophisticated language acquisition. If a connectionist network could learn to project from primary linguistic data to beyond the data set as the child does and if a competent scientist cannot discover the "correct" projection algorithm, then we have indeed found a significant difference between the capabilities of an empiricist mind and a rational scientist. Of course, the importance of this divergence does depend on the actual limitations of connectionist architectures, which presently remain unknown. However, what the advent of connectionist models like PARSNIP and others do demonstrate is that the assumption that the competent scientist is at least as strongly biased as an empiricist mind may be unwarranted. At least, this premise requires careful argumentation to show that competent scientists approximate empiricist minds in the relevant ways. So far, this argumentation has not been forthcoming.

Is there a way to reformulate the Competent Scientist Gambit so that it takes possible significant divergences between the competent scientist and empiricist minds into account? The short answer appears to be no, not in a way that would make Chomsky happy. Chomsky’s project is to provide an argument showing that in principle empiricist conceptions of the mind cannot account for language acquisition. However, given the possibility that the scientist is not biased in a manner that approximates the biases present in all empiricist conceptions of the mind, the burden falls to Chomsky to show that this possibility does not obtain. Unfortunately, there are no accepted empiricist models of the mind, nor is it clear what the biases must be in any empiricist conception. Chomsky can’t show that he has biased his competent scientist in the way comparable to the way empiricist minds are biased because no one knows what the biases are. He loses his principled argument, for it now hangs upon exactly which constraints one needs in an empiricist model of the mind. Instead of relying solely on Goodman’s problem of projection, his argument also turns on contingent (and, as of yet, unknown) matters of fact.
III

The only way I see to salvage Chomsky’s general project of determining what types of constraints are necessary for language acquisition is to constrain the scientist (or some other learning machine) by fiat such that the scientist has exactly the constraints that some empiricist theory claims exist on the mind. We can then examine the power of the constrained scientist for each empirical individually and determine for each theory whether it is powerful enough to account for the abductive generalizations in linguistic projections. Let us suppose then that we know whatever biases are supposedly present in some accepted empirical conception of the mind and that we know how to translate these constraints onto a model that learns to make projections. We can now pose the following question: Could our model learn to project exactly as the child projects, given the same set of primary linguistic data that the child receives? That is, could our model do what the child does, and learn his language’s grammar? If the answer is no, then we can argue that at least this empiricist conception of the mind is not strong enough to account for language acquisition -- either a different empiricist conception or some rationalist constraints are needed. We argue this because we assume that children all learn to project in the same way, especially if they receive exactly the same primary linguistic data. We generalize from this assumption and claim that if the competent scientist cannot discover the projections a child actually makes, then the constraints on the competent scientist do not allow her to discover the projections of the grammar of the language that the child speaks. However, that all speakers of the same language project in the same way is an empirical assumption that Chomsky at least does not attempt to support. Herein lies the second empirical charge, that it is in fact false that all speakers of a language project in exactly the same way. If this be the case, then whether the competent scientist fails to produce the same projections as the child is immaterial. No Competent Scientist Gambit would tell us anything about the types of constraints needed in order to learn a language.

Chomsky is very explicit about assuming that the same projections are "attained virtually uniformly [across] the population" (Chomsky 1984, p. 33) and that this assumption is necessary for the Competent Scientist Gambit to work. (See also Chomsky 1965 and 1972 for discussion of this "assumption." ) However, he appears to view this assumption as more a statement of unproblematic fact than a premise that requires justification. Is he correct to make such a leap of faith? The evidence suggests not. Gleitman and Gleitman (1970) investigate whether everyone in the same linguistic community projects in exactly the same way by testing how people in a homogeneous community paraphrase compound nouns. In a nutshell, their conclusion is that "the results cast considerable doubt on some of the equalitarian assertions of the transformational linguists" (Gleitman and Gleitman 1970, p. 105).

It is trivially true that all competent speakers of English can paraphrase at least some simple instances of compound nouns, e.g. dog-house, work-sheet. It is probably true that many less than competent speakers of English can also paraphrase such examples. However, the forms found in these simple instances can be iterated to produce more complex constructions. For example,

the egg-plant is the plant shaped like an egg; and the egg-plant plant is the plant on which the egg-plant grows; and the egg-plant-plant plant is the place where they make egg-plant plants; and the egg-plant-plant-plant plant is the spy in the egg-plant-plant plant, and so forth. (ibid., p. 102)
Gleitman and Gleitman ask whether and how competent speakers unpeel these more complicated constructions.

To test this question, they devised 144 different compounds that were novel (for the most part), involved two applications of compounding rules, were equal in length (both in number of words and of syllables), were composed of simple vocabulary items, and were fairly short. They randomly ordered the stimuli into blocks of twelve, and then presented them to twelve subjects, all of whom were monolingual, white, urban, female English speakers from the mid-Atlantic. The subjects were asked to paraphrase the meaning of each compound noun.

What "stands out immediately" when looking at the results of the experiment is that there is "an overwhelming difference" in the answers given by the participants (ibid., p. 115). Furthermore, not only did the subjects differ in the absolute number of "errors" made, but they also differed in the type of errors they committed. Some subjects made very few errors (the least number made was five), while other subjects made a lot (the most reported was 108). Some subjects make errors reflecting word order; others made errors reflecting word stress. (Here an "error" means an answer that deviates from the response that Gleitman and Gleitman predicted.) These results imply "qualitative differences among the [subjects] ... in the way they approached the paraphrasing task" (ibid., p. 118). Simply put, different subjects paraphrased differently.

In order to determine whether the "errors" were systematic, Gleitman and Gleitman ran a second experiment in which the subjects were asked to choose the best paraphrase from a choice of two for each compound noun. The choices were based on the syntactic structure of the previous responses, although rarely were a subject's exact answers available. Again, the results are striking. The "accuracy on the forced-choice task is greater when the correct alternative is the subject's own paraphrase than when it is a paraphrase the subject did not herself devise." Moreover, the situation exactly reverses "for trails containing stimulus items that the subject had paraphrased incorrectly in the free-paraphrase task: here, choice accuracy was less when the false alternative was the subject's own previous paraphrase, and greater when it was devised by others" (ibid., p. 136). Obviously, the subjects each prefer their own syntactic way of saying things, regardless of whether that way is right or wrong by the Gleitmans' criteria. This conclusion is further strengthened when the Gleitmans tried and failed to teach those who made the most "errors" to perform in a "correct" manner. So far, "no simple familiarization and teaching technique that [they] have been able to devise has resulted in clear learning among the subjects" (ibid., 146) whose parsing differed substantially from what a "correct" grammar would entail.

It would appear that there exists real grammatical differences among speakers of the same dialect. Similar results have also been found in other linguistic tasks (See, for examples, Maclay and Sleator 1960, Pafflin 1961, Stolz 1967, Levelt 1975a, Smith 1988.) We must now ask: What do these real differences imply for the Competent Scientist Gambit?

At first glance, it may seem that the gambit is doomed. If there is no guarantee that all speakers of one language make the same grammaticality judgments, then there is no way to generalize from what projections a single child makes to the linguistic behavior of an entire community. Furthermore, if a competent scientist comes up with different projections than the child, when both are given exactly the same primary linguistic data, then one can draw no interesting conclusions from that fact, for presumably a parallel result could occur in the linguistic community at large. However, it is not the case that all projections in a given linguistic community from the same data are radically different. Even in the paraphrase experiments discussed above, the subjects were "affected similarly by certain syntactic features of the [noun] compounds" (ibid., p. 129). That is, some judgments do appear to be constant across all speakers of one dialect. (Obviously, this partial uniformity must be the case if any serious and effective communication is to occur at all.) Gleitman and Gleitman refer to the grammaticality judgments that all speakers of a single dialect must make (excluding random performance errors) as stemming from the "core" grammar, and the type of judgments that are not constant across speakers as coming from
a "penumbra" grammar.

So, there appears to be some projections from a set of primary linguistic data that all speakers of a single language must make, and some other projections that are not indicative of any particular language. What is not clear, and what the various formulations of the Competent Scientist Gambit must address, is whether the biases found in an empiricist’s mind and the constraints on the solution space are enough to determine all core projections. If all speakers of a language make the same grammaticality judgments about some core set of sentences, then the Competent Scientist Gambit needs to investigate whether the constraints on the empiricist mind are enough to entail this core of grammatical judgments. Unfortunately, there does not appear to be any principled way in which an argument is going to address this question. Whether the biases and constraints are enough is an empirical question and one is going to have to determine exactly what these limits entail when making projections, before one can begin to seriously address whether empiricist conceptions of the mind allow for the core projections.

Furthermore, because there is no principled way to determine exactly what judgments stem from core projections and which judgments are merely penumbra, the task confronting the Competent Scientist Gambit is even more difficult. If the competent scientist came up with a projection that fits the primary linguistic data but diverged slightly from a core projection, then one could plausibly reply that the competent scientist has not refuted the empiricist conception of the mind; instead all she did was show that the way we had separated the core grammar from the penumbra was wrong. She discovered the real boundary between what all speakers must do and what they can do. In order for a Chomskyan to successfully argue that the empiricist constraints on the mind are not enough to generate the core projection, he must show that the competent scientist can diverge radically from what the core projects. Since we do not know what type of judgments must fall out of the core grammar in order for the Competent Scientist Gambit to work, a Chomskyan would have to show that not only do the empiricist restrictions allow projections different than those the core grammar entails, but also that those projections are very different than what the core entails.

Could the Competent Scientist Gambit show that any empiricist conception of the mind is too weak to discover the projections that the core grammar of a language makes? To answer that question requires empirical leg-work. We don’t know what any empiricist mind looks like, nor do we know what is included in the core. The nativism issue appears to depend upon purely empirical questions that cannot be decided on the basis of thought-experiments alone. Chomsky’s Competent Scientist Gambit is no longer tenable.

1. I would like to thank Steve Stich and Virginia Marchman for their helpful and patient comments and criticisms.
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