
L
inguistic research over the last few decades
has revealed substantial similarities
between the structure of signed and spo-

ken languages (for reviews see Emmorey, 2002;
Sandler and Lillo-Martin, 2006). These similari-
ties provide a strong basis for cross-modality
comparisons, and also bring to light linguistic
universals that hold for all human languages. In
addition, however, biology-based distinctions
between sign and speech are important, and can
be exploited to discover how the input–output
systems of language impact online language pro-
cessing and affect the neurocognitive underpin-
nings of language comprehension and production.
For example, do the distinct perceptual and pro-
ductive systems of signed and spoken languages
exert differing constraints on the nature of lin-
guistic processing? Recent investigations have
suggested that the modality in which a language
is expressed can impact the psychological mech-
anisms required to decode and produce the lin-
guistic signal. This chapter explores what aspects
of language processing appear to be universal to
all human languages and what aspects are
affected by the particular characteristics of audi-
tion vs. vision, or by the differing constraints on
manual versus oral articulation.

Sign language processing is appropriately
compared to speech processing, rather than to
reading, because unlike written text, which can be
characterized as “visual language,” sign language

consists of dynamic and constantly changing
forms rather than static symbols. Further, nei-
ther sign language nor spoken language comes
pre-segmented into words and sentences for the
perceiver. The production of writing, although
performed by the hand, differs substantially
from sign language production because writing
derives its structure from a separate system (the
orthography of a spoken language). In contrast
to written language, sign and speech are both
primary language systems, acquired during
infancy and early childhood without formal
instruction.

43.1 Sign perception and
visual processing
Although non-signers may interpret the visual
signed signal simply as a collection of rapid hand
and arm motions, signers quickly extract com-
plex meaning from the incoming visual signal.
Similarly, speakers extract meaning from a rap-
idly changing acoustic stream, if they know the
language. Listeners and viewers are able to auto-
matically parse an incoming auditory or visual
linguistic signal by virtue of stored internal rep-
resentations. Speech perception involves seg-
mentation of speech sounds into phonemic units.
For signed languages, a first question is whether
signs actually exhibit sublexical linguistic structure
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that could be used by a parser to segment visual
signed input. Is it possible to have a phonology
that is not based on sound?

43.1.1 Phonology in a language
without sound
Several decades of linguistic research has shown
that signed languages, like spoken languages, have
a level of structure in which meaningless elements
are combined in rule-governed ways to create
meaningful forms (e.g. Stokoe, 1960; Battison,
1978; Sandler, 1986; Brentari, 1998). For spoken
languages, these elements are oral gestures that
create sounds. For signed languages, manual and
facial gestural units are combined to create 
distinct signs. The discovery that sign languages
exhibit phonological structure was ground-
breaking because it demonstrated that signs are
not holistic pantomimes lacking internal organ-
ization. Furthermore, this discovery showed that
human languages universally develop a level of
meaningless linguistic structure and a system
that organizes this structure.

Briefly, signs are composed of three basic
phonological parameters: hand configuration,
location (place of articulation), and movement.
Orientation of the hand/arm is another con-
trasting parameter, but many theories represent
orientation as a sub-component of hand config-
uration or movement, rather than as a basic
phonological element. Figure 43.1 provides
illustrations of minimal pairs from LIS (Lingua
Italiana dei Segni, Italian Sign Language). The
top part of the figure illustrates two LIS signs
that differ only in hand configuration. Not all
sign languages share the same hand configura-
tion inventory. For example, the “t” hand config-
uration in American Sign Language (the thumb
is inserted between the index and middle fingers
of a fist) is not found in European sign languages.
Chinese Sign Language contains a hand config-
uration formed with an open hand with all fin-
gers extended except for the ring finger, which is
bent—this hand configuration does not occur
in American Sign Language (ASL). In addition,
signs can differ according to where they are
made on the body or face. Figure 43.1B illus-
trates two LIS signs that differ only their place of
articulation, and these different locations do not
add meaning to the signs. Signs can also differ
minimally in orientation, as illustrated in Figure
43.1C. Finally, movement is another contrasting
category that distinguishes minimally between
signs, as shown in Figure 43.1D.

In addition to segment-like units, syllables have
also been argued to exist in signed languages

(Brentari, 1998; Corina and Sandler, 1993; Wilbur,
1993). The syllable is a unit of structure that is
below the level of the word but above the level of
the segment, and is required to explain phono-
logical form and patterning within a word.
Although sign phonologists disagree about pre-
cisely how sign syllables should be characterized,
there is general agreement that a sign syllable
must contain a movement of some type. In ASL,
several phonological constraints have been
identified that must refer to the syllable. For
example, only certain movement sequences are
allowed in bisyllabic (two-movement) signs:
circle + straight movements are permitted, but
straight + circle movements are not (Uyechi,
1994). Although a straight + circle movement
sequence is ill-formed as a single sign, it is well-
formed when it occurs in a phrase. Thus, the con-
straint on movement sequences needs to refer to
a level smaller than the word (the constraint does
not hold across word boundaries), but larger
than the segment. Within Sandler’s (1986) Hand
Tier model, signed segments consist of Movements
and Locations, somewhat akin to Vowels and
Consonants.

However, syllables in signed language differ
from syllables in spoken language because there
is little evidence for internal structure within the
signed syllable. Spoken syllables can be divided
into onsets (usually, the first consonant or con-
sonant cluster) and rhymes (the vowel and final
consonants). Such internal structure does not
appear to be present for sign syllables, although
some linguists have argued for weight distinc-
tions, i.e. “heavy” vs. “light” syllables, based on
differences in movement types. Because of the
lack of internal structure, there do not appear to
be processes such as resyllabification in sign lan-
guages (e.g. a segment from one syllable becomes
part of another syllable). These facts are impor-
tant, given the emphasis that speech production
models place on syllabification as a separate
processing stage (e.g. Levelt et al., 1999).

Syllabification processes and/or the use of
a syllabary may be specific to phonological 
encoding for speech production. The syllable
likely serves as an organizational unit for speech,
providing a structural frame for multisegmental
words. For example, MacNeilage (1998) argues
that the oscillation of the mandible creates a
frame around which syllable production can be
organized. Meier (2000; 2002) points out that
signing differs dramatically from speaking
because signing does not involve a single, pre-
dominant oscillator, akin to the mandible. Rather,
signs can have movement that is restricted to just
about any joint of the arm. Thus, sign production
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Sign perception and visual processing · 705

CAMBIARE (“change”)BICICLETTA (“bicycle”)

STIPENDIO (“salary”)AFFITTO (“rent”)

PAPA (“father”) UOMO (“man”)

FORMAGGIO (“cheese”) SASSO  (“stone”)

(a)

(b)

(c)

(d)

Figure 43.1 Examples of minimal pairs in Lingua Italiana dei Signi, LIS (Italian Sign Language) (A) signs
that contrast in hand configuration; (B) signs that contrast in place of articulation (location); (C) signs
that contrast in orientation; (D) signs that contrast in movement. Illustrations from V. Volterra (ed.), La
lingua italiana dei segni. Bologna: Il Mulino, 1987 (new edn 2004) Copyright © Virginia Volterra and
Elena Radutzky. Reprinted with permission.
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may not be constrained to fit within a frame
imposed by a single articulator. Further, multi-
segmental signs (e.g. signs with more than three
segments) are relatively rare, regardless of how
signed segments are defined (see Brentari, 1998).
In contrast, syllabification processes for speech
production may serve a critical framing function
for words, which can contain many segments.

In sum, the linguistic evidence indicates that
sign languages exhibit a level of sublexical struc-
ture that is encoded during sign production and
that could be used to parse an incoming visual
linguistic signal. A next question is whether sign-
ers make use of such internal representations
when perceiving signs. Evidence suggesting that
they do comes from studies of categorical per-
ception in American Sign Language.

43.1.2 Categorical perception 
in sign language
Just as hearing speakers become auditorily
tuned to perceive the sound contrasts of their
native language, ASL signers appear to become
visually tuned to perceive manual contrasts in
American Sign Language. Two studies have now
found evidence of categorical perception for
phonologically distinctive hand configurations
in ASL (Emmorey et al., 2003; Baker et al., 2005).
“Categorical perception” refers to the finding
that stimuli are perceived categorically rather
than continually, despite continuous variation in
form. Evidence for categorical perception is
found (1) when perceivers partition continuous
stimuli into relatively discrete categories and (2)
when discrimination performance is better
across a category boundary than within a cate-
gory. For these categorical perception experi-
ments, deaf signers and hearing non-signers
were presented with hand configuration con-
tinua that consisted of two handshape endpoints
with nine intermediate variants. These continua
were either generated via a computer morphing
program (Emmorey et al., 2003) or from a live
signer (Baker et al., 2005). In addition, Emmorey
et al. (2003) investigated categorical perception
for place of articulation continua. For all experi-
ments, participants performed a discrimination
task in which they made same/different judge-
ments for pairs or triplets of images from a con-
tinuum, and an identification task in which each
stimulus was categorized with respect to the end-
points of the continuum (the discrimination
task always preceded the categorization task).

Deaf ASL signers and hearing English speak-
ers (non-signers) demonstrated similar category
boundaries for both hand configuration and

place of articulation (Emmorey et al., 2003; Baker
et al., 2005). This result is consistent with previ-
ous studies which found that deaf and hearing
participants exhibit similar perceptual groupings
and confusability matrices for hand configura-
tion and for place of articulation (Lane et al.,
1976; Poizner and Lane, 1978). Thus, these ASL
categories may have a perceptual as well as a 
linguistic basis. However, only deaf signers exhib-
ited evidence of categorical perception, and only
for distinctive hand configurations. Only deaf
signers were sensitive to hand configuration cat-
egory boundaries in the discrimination task,
performing significantly better across category
boundaries than within a hand configuration
category (Emmorey et al., 2003; Baker et al.,
2005).

Interestingly, neither group exhibited categor-
ical perception effects for place of articulation
(Emmorey et al., 2003). Lack of a categorical
perception effect for place of articulation may
be due to more variable category boundaries. In
speech, categorical perception is modulated by
the nature of the articulation of speech sounds.
For example, categorical perception is often weak
or not present for vowels, perhaps because of
the more continuous nature of their articulation
compared to stop consonants (Fry et al., 1962).
The same may be true for place of articulation
in sign language. For example, the location of
signs can be displaced within a major body
region in casual signing (Brentari, 1998) or
completely displaced to the side during whis-
pering. Category boundaries for place of articu-
lation appear to be much less stable than for
hand configuration. Categorical perception may
only occur when articulations are relatively dis-
crete for both sign and speech.

The fact that only deaf signers exhibited cate-
gorical perception for ASL hand configurations
indicates that linguistic experience is what drives
these effects. However, categorical perception
effects are weaker for sign than for speech. Deaf
signers’ discrimination ability within hand 
configuration categories was better than the
near-chance discrimination ability reported
within stop consonant categories for speech
(e.g. Liberman et al., 1957). Nonetheless, the
sign language results resemble discrimination
functions observed for categorical perception in
other visual domains, such as faces or facial
expressions (e.g. Beale and Keil, 1995; de Gelder
et al., 1997). Discrimination accuracy within
visual categories tends to be relatively high; gen-
erally, participants perform with about 70–85
per cent mean accuracy rates within categories.
The difference in the strength of categorical 
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perception effects between speech and sign may
arise from psychophysical differences between
audition and vision.

In sum, deaf signers appear to develop special
abilities for perceiving aspects of sign language
that are similar to the abilities that speakers
develop for perceiving speech. These findings
suggest that categorical perception emerges nat-
urally as part of language processing, regardless
of language modality. In addition, the results
indicate that phonological information is uti-
lized during the perception of moving nonsense
signs (Baker et al., 2005) and when viewing still
images of signs (Emmorey et al., 2003). Further
research is needed to discover what parsing pro-
cedures might be used to identify sign bound-
aries, and whether categorical perception processes
might play a role in segmenting the signing
stream.

43.2 Processing universals
and modality effects in the
mental lexicon
Many models of spoken word recognition hypoth-
esize that an acoustic-phonetic representation is
sequentially mapped onto lexical entries, and
lexical candidates which match this initial repre-
sentation are activated (e.g. Marslen-Wilson,
1987; McClelland and Elman, 1986; Goldinger
et al., 1989). As more of a word is heard, activa-
tion levels of lexical entries which do not match
the incoming acoustic signal decrease. The
sequential matching process continues until
only one candidate remains which is consistent
with the sensory input. At this point, word
recognition can occur. This process is clearly
conditioned by the serial nature of speech per-
ception. Since signed languages are less depend-
ent upon serial linguistic distinctions, visual
lexical access and sign recognition may differ
from spoken language. To investigate this possi-
bility, Grosjean (1981) and Emmorey and Corina
(1990) used a gating technique to track the
process of lexical access and sign identification
through time.

43.2.1 The time course of sign 
vs. word recognition
In sign language gating tasks, a sign is presented
repeatedly, and the length of each presentation
is increased by a constant amount (e.g. one
videoframe or 33 msec). After each presenta-
tion, participants report what they think the
sign is and how confident they are. Results from

such studies show that ASL signers produce 
initial responses which share the place of articula-
tion, orientation, and hand configuration of the
target sign but differ in movement (Grosjean,
1981; Emmorey and Corina, 1990). The move-
ment of the sign is identified last, and coincides
with lexical recognition. This pattern of responses
suggests that, similarly to the speech signal, the
visual input for sign activates a cohort of poten-
tial lexical candidates that share some initial
phonological features. This set of candidates
narrows as more visual information is presented—
until a single sign candidate remains. Clark and
Grosjean (1982) showed further that sentential
context did not affect this basic pattern of lexical
recognition, although it reduced the time to
identify a target sign by about 10 per cent.

However, unlike spoken word recognition,
sign recognition appears to involve a two- stage
process of recognition in which one group of
phonological features (hand configuration, ori-
entation, and place of articulation) initially
identifies a lexical cohort, and then identifica-
tion of phonological movement leads directly to
sign identification. Such a direct correlation
between identification of a phonological ele-
ment and lexical identification does not occur
with English and may not occur for any spoken
language. That is, there seems to be no phono-
logical feature or structure, the identification of
which leads directly to word recognition.
Movement is the most temporally influenced
phonological property of sign, and more time is
required to resolve it. For speech, almost all
phonological components have a strong tempo-
ral component, and there does not appear to be a
single feature that listeners must wait to resolve
in order to identify a word.

Furthermore, both Grosjean (1981) and
Emmorey and Corina (1990) found that signs
were identified surprisingly rapidly. Although
signs tend to be much longer than words, only
35 per cent of a sign had to be seen before the
sign was identified (Emmorey and Corina, 1990).
This is significantly faster than word recognition
for English. Grosjean (1980) found that approx-
imately 83 per cent of a word had to be heard
before the word could be identified. There are at
least two reasons why signs may be identified
earlier than spoken words. First, the nature of
the visual signal for sign provides a large amount
of phonological information very early and
simultaneously. The early availability of this
phonological information can dramatically nar-
row the set of lexical candidates for the incom-
ing stimulus. Second, the phonotactics and
morphotactics of a visual language such as ASL
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may be different from those of spoken languages.
In English, many words begin with similar
sequences, and listeners can be led down a gar-
den path if a shorter word is embedded at the
onset of a longer word—for example, “pan” in
“pantomime.” This phenomenon does not com-
monly occur in ASL. Furthermore, sign initial
cohorts seem to be much more limited by
phonotactic structure. Unlike English, in which
many initial strings have large cohorts (e.g. the
strings [kan], [mæn], and [skr] are all shared by
thirty or more words), ASL has few signs which
share an initial phonological shape (i.e. the same
hand configuration and place of articulation).
This phonotactic structure limits the size of the
initial cohort in ASL. The more constrained
phonotactics and the early and simultaneous
availability of phonological information may
conspire to produce numerically and propor-
tionally faster identification times for ASL signs.

In sum, lexical access and word recognition
are generally quite similar for spoken and signed
languages. For both language types, lexical access
involves a sequential mapping process between
an incoming linguistic signal and stored lexical
representations. For signed languages, this appears
to be a two-stage process in which one set of
phonological elements are initially accessed and
then identification of movement leads to sign
recognition. Finally, the phonotactics of ASL
(and possibly other signed languages) leads to
proportionally faster recognition times for signs
than for words.

43.2.2 The organization of a sign-
based lexicon: evidence from 
tip-of-the-fingers
A tip-of-the-tongue (TOT) experience refers to
the state in which a speaker is temporarily
unable to retrieve a word from memory, while
being sure that he or she knows the word (see
Brown, 1991; Schwartz, 1999 for reviews). Often,
speakers are able to retrieve the first letter and
sometimes the number of syllables, which pro-
vides evidence for the organization of spoken
language lexicons. The existence and nature of
TOTs in spoken languages suggest that inde-
pendent processing stages provide access to word
meanings and word forms (e.g. Dell et al., 1997;
Garrett, 1975; Levelt et al., 1999). However, for
signed languages, the division between semantic
and phonological form has been questioned
because they exhibit a high degree of iconicity.
For example, Stokoe (1991) proposes a theory of
“semantic phonology” in which representations of
a sign’s form can be derived from aspects of its

semantics. Semantic phonology eliminates form/
meaning distinctions and rejects duality of pat-
terning for signed languages (Armstrong et al.,
1995). Under such a model, a “tip-of-the-fingers”
experience should not occur for signers because
there is no clear division between semantics and
phonology.

Thompson et al. (2005) investigated whether
a “tip-of-the-fingers” (TOFs) experience occur
for ASL signers and whether TOFs are similar to
TOTs. Thonmpson et al. (2005) conducted a small
diary study and also experimentally elicited TOFs
by asking signers to translate English words (e.g.
what is the sign for “Moscow”?). Thompson et al.
(2005) found that ASL signers reported having
TOF experiences in which they could retrieve
detailed semantic information, but had little or
no access to the sign form. TOFs were similar to
TOTs in that the majority involved proper names,
and participants sometimes had partial access to
phonological form (e.g. recalling the hand con-
figuration and location of a sign, but not its
movement). Although some TOF phonological
parameters were iconic, there was no relation-
ship between degree of iconicity for a particular
parameter and access to it during a TOF. This
separation between semantic and phonological
retrieval provides evidence against semantic
phonology (Stokoe, 1991), and indicates that
independent processing stages provide access to
lexical meanings and lexical forms for both sign
and speech.

In addition, lexical access during sign produc-
tion parallels access during sign perception.
That is, during a TOF participants were equally
likely to recall hand configuration, location, and
orientation, which constitute the onset of a sign,
and least likely to recall movement, which
unfolds over time. These results parallel the gat-
ing studies of sign perception, indicating that
phonological onsets are privileged for both
signed and spoken languages.

Perhaps the most remarkable aspect of the
TOFs for signs was participants’ frequent recall
of as many as three out of the four phonological
parameters. This qualitative aspect of TOFs has
further implications for models of signed lan-
guage production, and distinguishes TOFs from
TOTs. TOFs appear to be qualitatively quite dif-
ferent from TOTs with respect to the amount of
phonological information that is retrieved
simultaneously. However, recall of three phono-
logical parameters did not result in more TOF
resolutions compared to when fewer or no
parameters were recalled. Thus, signs appear to
be stored as a set of phonological attributes
where retrieval of one or more attributes does not
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result in immediate access to the full phonologi-
cal representation. TOFs therefore can occur when
any one parameter is insufficiently activated.

In sum, the existence of a tip-of-the-fingers
phenomenon for sign language argues for a
two-stage model of lexical access and a division
between semantic and phonological represen-
tations. The nature of recall for TOFs was anal-
ogous to TOTs in that partial phonological
information (most frequently from word onsets)
was sometimes retrieved. However, lexical TOFs
differed from TOTs in the amount of informa-
tion simultaneously available. The results of the
Thompson et al. (2005) study suggest that the
ASL mental lexicon is not organized by a single
phonological parameter (e.g. hand configura-
tion) that guides retrieval. Rather, sign produc-
tion appears to parallel sign perception, such
that when in a TOF, signers are least likely to

retrieve the movement of the target sign. More
generally, the findings argue for a language uni-
versal processing pattern in which onsets have a
special status, regardless of language modality.

43.2.3 The preference for 
non-concatenative morphology: 
a processing explanation
Signed languages differ from spoken languages
in the type of combinatorial processes that most
often create morphologically complex words.
Specifically, signed languages show a marked
preference for non-concatenative (simultaneous)
morphological processes, in contrast to the pref-
erence for linear affixation exhibited by spoken
languages. Examples of typical simultaneous
morphological processes are given in Figure 43.2
from British Sign Language (BSL). In Figure 43.2A,
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(a)

(b)

(c)

Figure 43.2 Examples of non-concatenative (simultaneous) morphology in British Sign Language (BSL)
From Kyle and Woll (1985). Reprinted with permission.
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a second hand is added to indicate plural. In
Figure 43.2B, the direction of movement of the
verb indicates subject and object arguments,
and in Figure 43.2C, aspectual information is
indicated by the type of the movement superim-
posed on the verb stem.

Linear affixation has been documented in
signed languages. For example, ASL contains a
few suffixes: the multiple suffix (Wilbur, 1987),
the agentive suffix -ER, and a negative suffix
ZERO (Aronoff et al., 2005). Aronoff et al. (2005)
also describe a derivational prefix in Israeli Sign
language. However, the majority of morpholog-
ical processes in signed languages appear to be
simultaneous. In fact, Bergman (1982) claims
that Swedish Sign Language has neither suffixa-
tion nor prefixation, but exhibits several types 
of reduplication and other non-concatenative
morphological process. Similarly, Sutton-Spence
and Woll (1999) describe only non-concatena-
tive morphological processes for British Sign
Language, with the exception of compounding.
Thus far, the data from numerous signed lan-
guages indicates that linear affixation is rare and
that simultaneous expression of a stem and its
morphological markings is the preferred linguistic
encoding.

In contrast, for spoken languages, simultane-
ous affixation (e.g. template morphology, infix-
ation, reduplication) is relatively rare, and linear
affixation is the preferred linguistic encoding for
morphological processes. Cutler et al. (1985) argue
that processing constraints underlie the rarity of
morphological processes which alter the phono-
logical integrity of the base form (e.g. infixation
which inserts an affix into the middle of a
word). Languages avoid processes that disrupt
the structural integrity of linguistic units. Hall
(1992) also argues that the rarity of non-con-
catenative (simultaneous) morphology is due to
the processing complexity associated with dis-
continuous elements in general (e.g. center
embedding or verbs with particles). Concatenative
morphology requires much less computational
complexity because of the straightforward map-
ping between the surface form of a word and its
underlying representation (Anderson, 1992).
Given these arguments, why do signed lan-
guages prefer non-concatenative morphology,
and does it pose the same processing challenges
that it does for spoken languages?

First, signed languages appear to favor non-
concatenative morphology because the visual
modality affords parallel processing. Vision can
easily encode spatially distinct information in
parallel (unlike audition), and as we have noted,
the hand configuration, place of articulation,

and orientation of signs are perceived nearly
simultaneously. Second, the capacity for short-
term memory is limited by articulation rate
(Baddeley, 1986), and signs take longer than
words to articulate (Bellugi and Fischer, 1972).
Universal constraints on short-term memory
capacity and a slower articulation rate may induce
sign languages to disfavor linear affixation. Third,
unlike the non-concatenative processes of infix-
ation and circumfixation, the morphological
processes of signed languages do not interrupt the
base form and do not involve discontinuous affixes.
As can be seen in the examples in Figure 43.2, in
no case is the base form of the BSL sign actually
interrupted by the morphological marking.
Discontinuous circumfixation is not the correct
analysis for these forms since the morphological
marking is superimposed onto the verb stem.
Thus, the morphological parsing difficulties that
arise from non-concatenative processes in spo-
ken languages do not arise for signed languages.

Finally, evidence for signed languages’ aver-
sion to linear affixation comes from Supalla’s
(1991) finding that when the linear morphology
of a spoken language is transferred to the visual
modality, deaf children exposed to this artificial
language do not acquire the system and in fact,
alter it to create simultaneous (spatial) morpho-
logical encoding. In the United States, Manually
Coded English (MCE) is the cover term for sign
systems developed in the 1970s to represent the
morphology and syntax of English, such as
Signing Exact English or SEE (Gustason et al.,
1980). MCE was invented by educators (many
fluent in ASL) as a means to make English acces-
sible to deaf children. The basic vocabulary of
MCE borrows heavily from the lexicon of ASL,
but its inflectional morphology is strictly sequen-
tial and based on English morphology. For exam-
ple, to express “He asked her,” the MCE sign HE
is made at the forehead with an “E” hand config-
uration, the ASL sign REQUEST is produced
(with no spatial inflection), then the MCE suffix
-ED is produced, followed by the MCE sign
HER made at the chin with an “R” hand config-
uration (see Figure 43.3). To express “He asked
her” in ASL (or in BSL), the verb ASK is directed
from the location in signing space associated
with the subject (the referent of “he”) to the
location of the object (the referent of “her”) (see
Figure 43.3B). Tense is not expressed morpho-
logically in ASL. Further, pronouns in signed
languages are generally directed toward loca-
tions in signing space to convey co-reference.

Supalla (1991) found that children exposed
only to Manually Coded English modify the
inflectional morphology of verbs and pronouns
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to take advantage of the visual modality. That is,
these children produce spatial non-linear modi-
fications to base verbs in order to mark verb argu-
ments, despite the fact that they were exposed
only to linguistic input that produced these dis-
tinctions linearly. The children’s spatial mor-
phological creations were idiosyncratic, but they
were systematic within a child and similar to the
grammatical morphology found in signed lan-
guages of the world. Stack (1999) also found that
Jamie, a young child exposed only to MCE,
failed to acquire the non-spatial pronouns and
linear inflections of MCE; rather, she created a
pronominal system that utilized space and inno-
vated non-linear morphology to express linguis-
tic notions such as plurality (by reduplication),
reciprocal aspect (the second hand mirrors the
first), and lexical arguments (indicated by the
beginning and endpoints of a verb). These results
suggest that not only does the visual modality
easily afford non-linear affixation, but visual
processing may actually demand it.

43.3 Comprehension and
discourse: the unique role 
of space for signed languages
The comprehension of sign language discourse
depends upon interpreting the meaning of

locations in signing space. For example, for
many (if not most) signed languages, discourse
referents are associated with locations in signing
space, and pronominal signs and “agreeing”
verbs (like ASK in Figure 43.3B) can be directed
toward those locations to refer back to the asso-
ciated referents. In addition, signing space is
used to convey information about spatial rela-
tionships among objects. In this case, signing
space serves both a topographic and a referential
function (Emmorey et al., 1995). Several psy-
cholinguistic studies have explored how ASL
signers understand and maintain the associa-
tions between referents and spatial locations,
and whether the same processing mechanisms
hold for spoken and signed languages. These
studies are briefly summarized below.

43.3.1 Understanding spatial
coreference
To understand a sentence containing a pronoun,
a perceiver must correctly assign an antecedent
to the pronoun, which for languages like ASL
involves interpreting the direction of the pro-
noun (where the pointing sign is directed) and
recalling the referent associated with the tar-
geted location. Emmorey et al. (1991) used the
probe recognition methodology to investigate
whether ASL pronouns re-activate their antecedents,
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HE-ASK-HER

HE ASK -ED HER

Figure 43.3 Examples of Manually Coded English (MCE) and ASL. (A) the MCE sentence ‘He asked
her’; (B) the equivalent sentence in ASL. The MCE signs are reprinted from Gustason et al. (1972).
Reprinted with permission. ASL illustration copyright ©Ursula Bellugi, The Salk Institute.
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as has been found with spoken language pronouns
(e.g. Corbett and Chang, 1983; Gernsbacher,
1989). In the Emmorey et al. (1991) study, deaf
participants viewed videotaped ASL sentences
with and without pronouns and responded 
to probe signs presented after the pronoun.
Participants had to decide whether the probe
sign occurred in the sentence, and probe signs
were either antecedent or non-antecedent nouns.
Response times to antecedent nouns were faster
than to non-antecedent nouns, and response
times to antecedent nouns were faster when a
pronoun was present in the sentence. Furthermore,
Emmorey (1997) found that ASL pronouns sup-
press activation of non-antecedents, when the
appropriate baseline condition is used. These
results indicate that ASL pronouns activate their
antecedents and suppress non-antecedents in
memory, just as has been found for spoken lan-
guages (Gernsbacher, 1989).

In addition, ASL agreeing verbs license phono-
logically null pronouns. In clauses with agreeing
verbs, subjects and objects appear as null ele-
ments that do not have an overt lexical form.
Null pronouns are permitted to occur because
of the morphological marking of agreeing verbs
(see Figure 43.2B for an example of a BSL agree-
ing verb and Figure 43.3B for an ASL example).
Using the same probe recognition methodology,
Emmorey and Lillo-Martin (1995) found that
null pronouns that were licensed by ASL agree-
ing verbs activate their antecedents to the same
extent as overt pronouns. Again, these results
parallel what has been found for spoken lan-
guages (e.g. Bever and McElree, 1988; Fodor, 1989)
and suggest that the psycholinguistic mecha-
nisms involved in anaphora resolution are 
universal and not dependent upon language
modality.

Finally, Emmorey and Falgier (2004) investi-
gated the unique case of “locus doubling,” in which
a single referent is associated with two distinct
spatial locations (van Hoek, 1992). Emmorey
and Falgier (2004) asked whether an ASL pro-
noun activates both its antecedent referent and
the location associated with that referent. In this
experiment, participants were presented with an
introductory discourse that associated a referent
(e.g. MOTHER) with two distinct locations (e.g.
STOREleft, KITCHENright), and a continuation
sentence followed that either contained a pro-
noun referring to the referent in one location or
contained no anaphora (the control sentence).
Deaf participants made lexical decisions to
probe signs presented during the continuation
sentences, and the probe signs were either the
referent of the pronoun, the referent-location

determined by the pronoun, or the most recently
mentioned location (not referenced by the pro-
noun). The results indicated that response times
to referent nouns were faster in the pronoun
than in the no-pronoun control condition and
that response times to the location signs did not
differ across conditions. Thus, the spatial nature
of coreference in ASL does not alter the pro-
cessing mechanism underlying the online inter-
pretation of pronouns. Pronouns activate only
referent nouns, not spatial location nouns asso-
ciated with the referent.

In sum, results from a series of sign language
comprehension experiments indicate that the
processing mechanisms used to resolve and inter-
pret coreference relations do not differ cross-
linguistically or cross-modally. Pronouns, whether
spatialized pointing signs, spoken words, or null
elements licensed by verb morphology, activate
antecedents and suppress non-antecedents in
memory, thereby improving the accessibility 
of coreferent nominals within the discourse
(Gernsbacher, 1989). Language modality does not
appear to affect co-reference resolution processes,
despite great differences in the surface form of
spoken and signed pronominal systems.

43.3.2 Understanding spatial
descriptions
Most spoken languages encode spatial relations
with prepositions or locative affixes. There is a
grammatical element or phrase that denotes the
spatial relation between a figure and ground
object, e.g. the English spatial preposition on
indicates support and contact, as in The cup is
on the table. The prepositional phrase on the
table defines a spatial region in terms of a ground
object (the table), and the figure (the cup) is
located in that region (Talmy, 2000). Spatial
relations can also be expressed by compound
phrases such as to the left or in back of. Both sim-
ple and compound prepositions constitute a
closed class set of grammatical forms for English.
In contrast, signed languages convey spatial
information using classifier constructions in
which spatial relations are expressed by where
the hands are placed in signing space or with
respect to the body (e.g. Supalla, 1982; Engberg-
Pedersen, 1993). For example to indicate ‘The
cup is on the table,’ an ASL signer would place a
C classifier handshape (a curved handshape
referring to the cup) on top of a B classifier
handshape (a flat hand referring to the table).
There is no grammatical element specifying the
figure–ground relation; rather, there is a schematic
and isomorphic mapping between the location
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of the hands in signing space and the location of
the objects described (Emmorey and Herzig,
2003). This spatialized form has important ram-
ifications for the nature of addressee vs. speaker
perspective within spatial descriptions and for
how these descriptions are understood.

Figure 43.4A provides a simple example of an
ASL spatial description. An English translation
of this example would be “I entered the room.
There was a table to the left.” In this type of nar-
rative, the spatial description is from the point
of view of the speaker (for simplicity and clarity,
“speaker” will be used to refer to the person who
is signing.) The addressee, if facing the speaker,
must perform a mental transformation of sign-
ing space. For example, in Figure 43.4A, the
speaker indicates that the table is to the left by
articulating the appropriate classifier sign on his
left in signing space. Because the addressee is
facing the speaker, the location of the classifier
form representing the table is actually on the
right for the addressee. There is a mismatch
between the location of the table in the room

being described (the table is on the left as seen
from the entrance) and what the addressee 
actually observes in signing space (the classifier
handshape referring to the table is produced 
to the addressee’s right). In this case, the
addressee must perform what amounts to a 180°
mental rotation to correctly comprehend the
description.

Although spatial scenes are most commonly
described from the speaker’s point of view (as in
Figure 43.4A), it is possible to indicate a differ-
ent viewpoint. ASL has a marked sign that can
be glossed as YOU-ENTER, which indicates that
the scene should be understood as signed from
the addressee’s viewpoint (see Figure 43.4B).
When this sign is used, the signing space in which
the room is described is, in effect, rotated 180°
so that the addressee is “at the entrance” of the
room. In this case, the addressee does not need to
mentally transform locations within signing space.
However, ASL descriptions using YOU-ENTER
are quite unusual and rarely found in natural
discourse. Furthermore, Emmorey et al. (1998)
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(c)

Speakers’s perspective

Addressee’s perspective

I-ENTER TABLE THERE
CL:C (2h)

YOU-ENTER TABLE THERE
CL:C (2h)

(a)

(b)

entrance
Position of the table described in (A) and (B)

Figure 43.4 Illustration of ASL descriptions of the location of a table within a room, described from (A)
the speaker’s perspective or (B) the addressee’s perspective. Signers exhibit better comprehension for
room descriptions presented from the speaker’s perspective, despite the mental transformation that
this description entails. Reprinted from Emmorey (2002), with permission.
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found that ASL signers comprehended spatial
descriptions much better when they were pro-
duced from the speaker’s point of view com-
pared to the addressee’s viewpoint. In that study,
signers viewed a videotape of a room and then 
a signed description and were asked to judge
whether the room and the description matched.
When the room was described from the addressee’s
perspective (using YOU-ENTER), the descrip-
tion spatially matched the room layout shown
on the videotape, but when signed from the
speaker’s perspective (using I-ENTER), the
description was the reverse of the layout on the
videotape (a simplified example is shown in
Figure 43.4). Emmorey et al. (1998) found that
ASL signers were more accurate when presented
with descriptions from the speaker’s perspec-
tive, despite the mental transformation that
these descriptions entailed.

One might consider this situation analogous
to that for English speakers who must under-
stand the terms left and right with respect to the
speaker’s point of view (as in on my left). The
crucial difference, however, is that these rela-
tions are encoded spatially in ASL, rather than
lexically. The distinction becomes particularly
clear in situations where the speaker and the
addressee are both in the environment, observing
the same scene. In this situation, English speakers
most often adopt their addressee’s point of view,
for example giving directions such as, Pick the one
on your right, or It’s in front of you, rather than
Pick the one on my left or It’s farthest from me
(Schober, 1993; Mainwaring et al., 1996). However,
when jointly viewing an environment, ASL sign-
ers do not adopt their addressee’s point of view
but use “shared space” (Emmorey and Tversky,
2002). Signing space is shared in the sense that it
maps to the physically observed space and to
both the speaker’s and addressee’s view of the
physical space. In such situations, there is no
true speaker vs. addressee perspective and no
mental transformation is required by the
addressee. Furthermore, spatial descriptions of
jointly viewed environments are not altered by
the location of an addressee. That is, in these sit-
uations, ASL signers do not need to take into
account where their addressee is located, unlike
English speakers, who tend to adopt their
addressee’s viewpoint (Emmorey and Tversky,
2002). These differences between languages derive
from the fact that signers use the actual space in
front of them to represent observed physical
space.

In sum, the spatialization of linguistic expres-
sion in ASL affects the nature of language com-
prehension by requiring an addressee to perform

a mental transformation of the linguistic space
under certain conditions. Specifically, for descrip-
tions of non-present environments, an addressee
must mentally transform the locations within a
speaker’s signing space in order to correctly
understand the left/right arrangements of objects
with respect to the speaker’s viewpoint. For
speech, spatial information is encoded in an
acoustic signal, which bears no resemblance to
the spatial scene described. An English speaker
describing the room in Figure 43.4 might say
either You enter the room, and a table is to your
left or I enter the room, and a table is to my left.
Neither description requires any sort of mental
transformation on the part of the addressee
because the relevant information is encoded in
speech rather than in space. However, when
English speakers and addressees discuss a jointly
viewed scene, an addressee may need to perform
a type of mental transformation if the speaker
describes a spatial location from his or her view-
point. Again, this situation differs for ASL signers
because the speaker’s signing space maps to the
observed physical space and to the addressee’s
view of that space. Signing space is shared, and 
no mental transformation is required by the
addressee. When shared space is used, speakers
and addressees can refer to the same locations in
signing space, regardless of the position of the
addressee. Thus, the interface between language
and visual perception (how we talk about what
we see) has an added dimension for signers (they
also see what they talk about). That is, signers see
(rather than hear) spatial descriptions, and there
is a schematic isomorphism between aspects 
of the linguistic signal (the location of the hands
in signing space) and aspects of the spatial 
scene described (the location of objects in the
described space). Signers must integrate a visu-
ally observed linguistic signal with a visually
observed environment or a visual image of the
described environment.

43.4 Speaking vs. signing
Currently, very little is known about the psy-
cholinguistic mechanisms that translate
thoughts into linguistic expression for signers,
and it is unclear whether models of speech pro-
duction can simply be appropriated for sign lan-
guage. According to most production models,
successful speech involves (1) the selection of a
word that is semantically and syntactically appro-
priate, (2) retrieval of the word’s phonological
properties, (3) rapid syllabification of the word in
context, and (4) articulatory preparation of the
associated gestures (see Levelt, 1999 for review).
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Sign production is likely to involve these 
components as well, although evidence for syl-
labification processes is weak (see above). In 
this section, I discuss aspects of sign production
that are unique to the visual-manual modality
and review some provocative parallels and con-
trasts between the nature of speech and sign
production.

43.4.1 Lexical selection and
phonological encoding during 
sign production
Evidence for the time course of lexical selection
and phonological encoding for speech produc-
tion comes from the picture–word interference
task (Schriefers et al., 1990). In this task, subjects
are presented with a picture that they must
name, and a distractor name is presented either
prior to, at the same time, or after the presenta-
tion of the picture. Subjects are told to ignore
the distractor item, which they find difficult to
do. If a semantically related word (e.g. goat for a
picture of a sheep) is presented at the same time
or slightly (100–400 msec) before the presenta-
tion of the picture, subjects are much slower to
name the picture. That is, semantic inhibition
occurs, and speakers are slow to produce the
name of the object. In contrast, if a phonologi-
cally related word (e.g. sheet for a picture of a
sheep) is presented at the same time or shortly
(100–400 msec) after presentation of the picture,
subjects are quicker to name the picture. That is,
phonological facilitation occurs, and speakers
are faster at producing the object name. Evidence
for early phonological facilitation has been
mixed (e.g. Starreveld, 2000; Schriefers et al.,
1990), but the general pattern of results suggests
that activation of semantic information occurs
early in lexical retrieval, while phonological
encoding occurs simultaneously with or subse-
quent to lexical selection.

Recently, Corina and Knapp (forthcoming)
investigated lexical selection processes for ASL
using a picture–sign interference task. Deaf
participants were asked to sign the name of a
picture, and response time was measured from
the time of picture presentation to when the
participant’s hands moved from a rest position,
breaking an infrared beam. Superimposed on
the picture was an image of a signer producing a
sign that was either phonologically or semanti-
cally related to the picture, e.g. MATCH–cigarette
(a semantically related sign–picture pair) or
ORANGE–ice cream (a phonologically related
sign–picture pair—the signs ORANGE and ICE-
CREAM are both made with an S handshape at

the mouth). Both the distractor sign and the
picture were clearly visible because the overlaid
image of the signer was semi-transparent (but
still quite recognizable). Corina and Knapp
(forthcoming) found that, like speakers, signers
exhibited semantic interference when they had
to name a picture that was preceded by a seman-
tically related sign (-130 msec “SOA” – the time
between the onset of the picture and the onset
of the superimposed distractor sign). Semantic
interference was not found with zero or later
SOAs. Thus, as for speech, sign production
involves the early retrieval of lexical semantic
information, and sign production can be dis-
rupted (slowed) by the prior activation of a
semantically related sign.

However, the evidence for phonological facili-
tation was not as clear-cut. No significant phono-
logical effects were observed at any of the SOAs
used in the experiment (-130, 0, +130 msec), and
an examination of the number of shared phono-
logical parameters also revealed no significant
facilitation effects from distractor signs that
shared one, two, or three phonological parame-
ters with the target sign (the picture name).
There was no evidence of increased facilitation
with increased phonological overlap. However,
further post hoc analyses indicated that distrac-
tor signs which shared movement and location
with the target sign produced significant facili-
tation effects at all SOAs, while signs which
shared handshape and location or handshape
and movement did not.

The fact that phonological facilitation was
only observed when sign pairs shared movement
and location supports phonological models that
treat hand configuration as an autonomous ele-
ment and movement and location as segmental
units that could frame sign production (e.g.
Sandler, 1986; Corina, 1993). In addition, phono-
logical facilitation based on shared movement
and location for sign production is consistent
with results from a perceptual similarity judg-
ment study. Hildebrandt and Corina (2002)
found that native ASL signers rated non-signs
that shared movement and location as highly
similar, and essentially ignored handshape simi-
larity. It is possible that movement and location
form a syllabic unit that is perceptually salient
and that can be primed during sign production.

In sum, the picture–sign interference results
of Corina and Knapp (forthcoming) indicate
that semantic inhibition occurs only at an early
SOA (−130msec), while phonological facilita-
tion (based on shared movement and location)
occurs at both early and late SOAs. This pattern
of results mirrors what has been found for spoken
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languages, and suggests that lexical selection
precedes phonological encoding for sign, as it
does for speech (note, however, that the data do
not rule out cascaded activation of phonological
representations during lexical selection).

43.4.2 Slips of the hand
In her well-known 1971 paper “The non-anom-
alous nature of anomalous utterances,” Victoria
Fromkin demonstrated that slips of the tongue
(speech errors) were not random mistakes in
speaking, but revealed something about speech
planning and the nature of the mental represen-
tation of phonology. She argued that speech
errors provide evidence for the underlying units
of speech production: “despite the semi-contin-
uous nature of the speech signal, there are dis-
crete units at some level of performance which
can be substituted, omitted, transposed, or
added” (Fromkin, 1971: 217; emphasis in the
original). Errors of sign production provide sim-
ilar evidence for the status of the major phono-
logical parameters as discrete units involved in
sign production.

Sign error corpora collected for ASL by Newkirk
et al. (1980) and for Deutsche Gebärdensprache
(DGS; German Sign Language) by Hohenberger
et al. (2002) document exchange, preservation,
and anticipation errors which involve hand con-
figuration, place of articulation, or movement
(see also Leuniger et al., 2004). Figure 43.5 pro-
vides an example of a hand configuration antic-
ipation error in DGS. The signer planned to sign
SEINE ELTERN (‘his parents’), and incorrectly
produced SEINE with a Y handshape instead of
a B handshape. The Y hand configuration of the

sign ELTERN was anticipated and substituted for
the intended B hand configuration of SEINE.

The existence of such errors suggests that
these phonological parameters constitute units
in the production of signed utterances. As noted
above, many models of sign language phonol-
ogy treat hand configuration as a separate
autosegment, much as tone is represented for
spoken languages. The speech error data from
tone languages suggests that tones are inde-
pendent units that can participate in exchange,
anticipation, or perseveration errors (Gandour,
1977)—just as we find for hand configuration in
sign language. Unlike tone, however, hand con-
figuration errors are much more common than
errors involving other phonological parameters
(Newkirk et al., 1980; Hohenberger et al., 2002).
Speech errors involving tone do not appear to be
more frequent than errors involving consonants
or vowels (Wen, 2000). One possible explanation
for the frequency of hand configuration errors is
that hand configuration is the most complex
phonological parameter (Brentari, 1998; Sandler
and Lillo-Martin, 2006). The feature geometry
required to represent hand configuration requires
several hierarchical nodes and more features than
are needed to specify the movement or location
of a sign. This complexity may render hand con-
figuration more vulnerable to error during sign
production.

The fact that movement exchange errors
occur (Klima and Bellugi, 1979) argues for a
phonological representation in which movement
is represented as a separate unit, rather than
deriving from articulation constraints, as was
proposed by Uyechi (1995). The data also sup-
port the analysis of place of articulation as a
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Figure 43.5 Illustration of the intended phrase SEINE ELTERN (‘his parents’) and a slip of the hand in
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anticipated and substituted for the intended B hand configuration of SEINE. From Hohenberger et al.
(2002). Reprinted with permission.
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high-level unit within the representation of a
sign, rather than as a phonetic feature(s) associ-
ated with a segment slot (as place of articulation
is often represented for consonants). This argu-
ment derives from evidence indicating that pho-
netic features do not operate as units in speech
production and rarely participate in speech
errors (see Roelofs, 1999). Thus, since place of
articulation in sign participates in exchange and
other types of errors, it suggests that this param-
eter is a unit rather than a feature for the purposes
of sign production.

Both the ASL and DGS error corpora con-
tained very few sign exchange errors, e.g. LIKE,
MAYBE TASTE instead of TASTE, MAYBE LIKE
(‘Taste it, and maybe you’ll like it’; Klima and
Bellugi, 1979). Word exchanges are argued to
take place at a separate stage of sentence plan-
ning (Garrett, 1975; Levelt, 1989). Hohenberger
et al. (2002) report that only 1 per cent of errors
were sign exchanges, compared to 15 per cent
word exchange errors found in the Frankfurt 
corpus of spoken German errors. In addition,
Hohenberger et al. (2002) did not find evidence
for morpheme stranding errors, and no strand-
ing errors were reported by Newkirk et al. (1980).
A morpheme stranding error in English would be
That’s why they sell the cheaps drink for the
intended That’s why they sell the drinks cheap
(Garrett, 1988). In this example, the -s suffix is
“stranded” or left behind when the two words
exchange. The fact that stranding errors do not
occur in sign languages is likely due to the rarity
of sign exchange errors and to the fact that mor-
phological processes are non-concatenative
rather than affixal. Stranding errors may only
occur when morphemes are arranged linearly,
rather than articulated simultaneously.

Finally, Hohenberger et al. (2002) found that
sign errors were repaired much faster than speech
errors. The locus of repairs for speakers is most
often after the word (Levelt, 1983), but for DGS
signers the error was preferentially caught some-
where within the sign, i.e. before the signer finished
articulating the sign containing the error. For
DGS, 57 per cent of repairs were made within the
word; in contrast, only 27 per cent of the error
repairs of Dutch speakers occurred within the
word (from Levelt, 1983). Hohenberger et al.
hypothesize that the longer articulation time for
signs allows for earlier detection of sign errors
compared to speech errors. Early repair of errors
also explains the lack of sign exchange errors,
because the slip is detected before the second
exchanged sign is produced.

In sum, data from slips of the hand provide
evidence for phonological encoding during sign

production. Signs are not produced as gestural
wholes without internal structure. As with speech,
phonological elements in sign language can be
anticipated, perseverated, and exchanged during
production. Sign and speech appear to differ
with respect to the speed of error detection and
the nature of word and morpheme level errors.
The slower rate of sign articulation leads to earlier
error repairs for signers and to fewer exchange
errors. The linear affixation processes found 
in most spoken languages lead to morpheme
stranding errors that are not observed for sign
languages.

43.4.3 Sign monitoring
Levelt (1983, 1989) proposes that speakers moni-
tor their internal speech and can intercept errors
before they are overtly uttered—he terms this
“prearticulatory editing.” It is reasonable to
hypothesize that signers also have such an inter-
nal monitor. Working-memory experiments with
ASL provide evidence for a non-overt articula-
tory-based system of sign rehearsal that is used
during short-term memory tasks (Wilson and
Emmorey, 1997; 1998). This rehearsal system
appears to be equivalent to subvocal rehearsal for
speech, and provides evidence for a type of inner
signing. Like speakers, signers may be able moni-
tor this internal signing, catching errors before
they are actually articulated. In fact, Hohenberger
et al. (2002) report that a small proportion of
sign errors (8 per cent) are detected prior to artic-
ulation of the intended (target) sign. For example,
an incorrect hand configuration can be produced
and corrected during the movement transition to
the target sign. In addition, signers produce the
signed equivalent of um (a 5 handshape with
wiggling fingers), which indicates they are hav-
ing production difficulty (Emmorey, 2002).
Signers also sometimes stop signing and shake
their head, suggesting that they have detected an
error prior to articulation. These data support
the existence of an internal monitor for sign
production. Whether this monitor operates on a
phonological or a phonetic (articulatory) repre-
sentation is currently under investigation in my
laboratory.

Sometimes errors or inappropriate words do
nonetheless slip through, and speakers also
monitor their overt speech and can catch errors
by listening to their own voice. Herein lies a
potentially interesting difference between sign
and speech. Speakers hear their voices, but sign-
ers do not look at their hands and cannot see their
own faces. Facial expressions convey critical
grammatical information for signed languages
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(e.g. Zeshan, 2004). When speakers are pre-
vented from hearing their own voices (e.g. by
wearing headphones emitting loud white noise)
or when speakers silently mouth words, they are
less likely to detect speech errors compared to
when they can hear themselves speak (Lackner
and Tuller, 1979; Postma and Noordanus, 1996).
These results suggest that speakers rely to some
extent on auditory feedback to detect errors in
production. Levelt (1989) proposes that the per-
ceptual monitor for overt speech operates via
the language user’s speech-understanding sys-
tem. However, this cannot be the entire story for
sign language monitoring, because the sign-
understanding system operates on the basis of
visual input, which is unavailable or distorted
for self-signed input. Signers cannot see their
own grammatical facial expressions, the view of
their own hands falls in the far periphery of
vision, and they have a “backward” view of their
hands. Thus, it is problematic to simply adopt
the same processing system which parses visual
input when comprehending another’s signing in
order also to parse the visual input from one’s
own signing. It is possible that the nature of the
perceptual loop for sign monitoring is quite dif-
ferent from that for speech monitoring. My col-
leagues and I are currently investigating this
hypothesis by examining how differences in visual
feedback impact sign language production.

43.5 Summary and
conclusions
Psycholinguistic studies of sign language have
revealed (and continue to reveal) significant
insights into the nature of human language pro-
cessing. Linguistic and psycholinguistic evi-
dence has established that all human languages
have a level of meaningless sublexical structure
which must be assembled during language pro-
duction and which is exploited during language
perception. Both signers and speakers exhibit
categorical perception effects for distinctive
phonological categories in their language, and
both combine phonological units prior to artic-
ulation, as evidenced by slips of the tongue and
hand. Signs, like words, are not holistic gestures
without internal structure. Furthermore, the fact
that signs are generally more iconic than words
does not lead to a lack of separation between the
representation of meaning and the representa-
tion of form. Signers experience a tip-of-the-
fingers state (analogous to the tip-of-the- tongue
state) in which semantic information is retrieved,
while access to the form of the sign is somehow

blocked. The study of signed languages has iden-
tified universal properties of language process-
ing and exposed aspects of language processing
that are impacted by the biology of the language
processing system.

Specifically, biology has an impact of the speed
of linguistic articulation: the tongue is quicker
than the hands. Biology also affects language
perception: the auditory system is particularly
adept at processing rapid, temporal sequences,
while the visual system can easily process shape
and location information presented simultane-
ously within the visual field. These biological 
differences exert specific effects on language pro-
cessing and linguistic structure.

With respect to lexical processing, language
modality affects the time course of word recog-
nition and the nature of morphological parsing.
Words take proportionally longer to recognize
than signs. More of a word must be heard before it
can be recognized, probably owing to the phono-
tactics of speech (many words share an initial
cohort), the fact that words tend to contain more
segments than signs, and the fact that word
onsets may be less informative than sign onsets.
In addition, it has been argued that spoken lan-
guages avoid non-concatenative morphological
processes such as reduplication and circumfixa-
tion because such processes have a high process-
ing cost (e.g. the stem is disrupted and difficult
to identify). Thus, spoken languages prefer lin-
ear affixation. In contrast, the biology of signed
languages favors non-concatenative morphol-
ogy because movement “affixes” can be super-
imposed onto a sign stem without disrupting
lexical recognition. Further, linear affixation
results in processing costs for signed languages
because affixes increase articulation time, thus
increasing demands on working memory. In
fact, when the linear affixation processes are
transferred to the visual-gestural modality via
Manually Coded English, children fail to acquire
the linear morphology and often create simulta-
neous morphological processes that are not
observed in their input.

The modality of signed languages affords the
use of signing space to convey linguistic distinc-
tions. Signed languages tend to use signing
space for co-reference functions and to convey
topographic information about spatial relation-
ships. Despite large differences in the form of
signed and spoken pronouns, psycholinguistic
studies indicate that the same mechanisms under-
lie coreference processing, namely, activation of
pronominal antecedents and suppression of non-
antecedents in memory. In contrast, the use of
space to convey spatial information leads to
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some modality-specific effects on language
comprehension. For example, ASL signers make
use of “shared space” when describing jointly
observed scenes, which does not require a par-
ticular viewer perspective. In contrast, English
speakers must adopt a spatial perspective (It’s on
my left or It’s on your right). When comprehend-
ing descriptions of non-present spatial scenes,
viewers of ASL must perform a mental transfor-
mation of signing space. English speakers are
not faced with such spatial computations. Thus,
although co-reference processing appears to be
largely unaffected by the spatialization of linguis-
tic form, the processing mechanisims required to
comprehend and produce spatial descriptions are
clearly affected by the visual-spatial modality.

In conclusion, signed languages provide a
unique tool for investigating the psycholinguis-
tic mechanisms which underlie language pro-
cessing. Their study reveals both universal and
biology-specific mechanisms, and clarifies the
nature of constraints on spoken language pro-
cessing. Future studies may reveal how the biol-
ogy of language affects the nature of output
monitoring, the nature of perceptual segmenta-
tion, and the interplay between language and
other cognitive systems.
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